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Magnet traveling through a conducting pipe: A variation on the analytical approach
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We present an analytical study of magnetic damping. In particular, we investigate the dynamics of a cylindrical neodymium magnet as it moves through a conducting tube. Owing to the very high degree of uniformity of the magnetization for neodymium magnets, we are able to provide completely analytical results for the electromagnetic force generated in the pipe and the consequent retarding force. Our analytical expressions are shown to have excellent agreement with experimental observations. © 2014 American Association of Physics Teachers.

I. INTRODUCTION

Magnetic braking plays an increasingly significant role in industry. At present, it is commonly used in applications such as electric vehicles, rowing machines, roller coasters, and free-fall tower rides in amusement parks, Maglev trains, etc. Other emerging applications include high-speed trains and military vehicles and systems. Magnetic braking has not yet achieved its full potential use in industrial and transportation applications, even though the first patent for a magnetic brake was issued in 1892. There are a number of promising applications in the mining, railroad, and elevator industries, where currently used mechanical brake systems are prone to overheating, mechanical degradation, significant maintenance costs, and periodic failures. Besides being wear free, magnetic brakes are also quiet and odorless. Because they are not dependent on the coefficient of friction, relatively large braking forces can be achieved independent of weather conditions. Furthermore, because their retarding force is proportional to the velocity, they possess an almost ideal mechanism for high-speed safety braking. An improved understanding of magnetic damping is important to the development of future magnetic braking technology. In industry, complex computational models are often used to simulate realistic scenarios of magnetic braking. Here, we have developed a fully theoretical model for a cylindrically symmetric system, which can be used to benchmark these computational models.

We present an analysis of a common demonstration that comprises a cylindrical magnet and a non-ferromagnetic conducting tube in relative motion to each other.1–21 Owing to the interaction between the moving magnet and the induced current in the pipe, the magnet falls quite slowly through the tube, and generates a sense of amazement in students and teachers alike. In this paper, we specifically study the motion of a cylindrical neodymium magnet through a copper pipe of circular cross-section. The azimuthal symmetry of the problem keeps the mathematics tractable and allows us to generate an analytical expression for the electromagnetic force (emf) generated in an arbitrary segment of the tube, as well as the resulting retarding force.

This paper is organized as follows. In Sec. II, we describe the experimental setup used for the demonstration. In Sec. III, we develop a model based on the near-uniformity of magnetization of neodymium magnets and show that the resulting prediction of the magnetic field strength has excellent agreement with the measured values of the field on the axis of the magnet. We also compare the experimental results with the common point-dipole approximation and with a two-monopole approximation. In Sec. IV, we use our model to compute the flux through circular loops of the conducting pipe and generate an expression for the current in a section of pipe of arbitrary length. Then, assuming the length of the tube to be much larger than that of the magnet, in Sec. V we compute the current generated in the pipe. In Sec. VI, we compute the force on the magnet due to the interaction between the magnet and the pipe and compare it with experimental results.

II. EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 1; we use two hanging masses (m and M) to pull a cylindrical neodymium magnet through a copper pipe with varying terminal velocities. Pulling on the magnet from both sides helps to keep it vertical and prevents it from trying to align with the geomagnetic field. We use “smart pulleys” from PASCO to record the position, velocity, and acceleration of the magnet as it moves through the tube, as well as the magnetic field. We use a data acquisition system to record the data and perform the analysis.

Fig. 1. Schematic of the experimental setup. A two-mass pulley system is used to pull a neodymium magnet through a copper pipe.
This uniformity allows us to approximate the dipole model does not accurately fit the experimental data.

of the magnet and the inner surface are comparable so that a monopoles separated by an appropriate distance; this too also considered a physical dipole constructed of two point disks with uniform magnetic surface charge densities

determining the magnetic field, we calculate. If we begin with a circular disk of radius

A. Magnetism in a polarizable medium

The magnetic field due to a current density \( \vec{J} \) must satisfy Ampère’s Law

\[
\nabla \times \vec{B} = \mu_0 \vec{J},
\]

where \( \vec{J} = \vec{J}_f + \vec{J}_b \) includes both free and bound current, and the bound current is given by \( \vec{J}_b = \nabla \times \vec{M} \), with \( \vec{M} \) the magnetization (magnetic moment per unit volume). Thus, in the presence of magnetization, we have

\[
\nabla \times \vec{B} = \mu_0 \left( \vec{J}_f + \nabla \times \vec{M} \right).
\]

But for a permanent magnet \( \vec{J}_f = 0 \), so Eq. (2) gives

\[
\nabla \times \left( \vec{B} - \mu_0 \vec{M} \right) = \nabla \times \mu_0 \vec{H} = 0,
\]

where the conservative field \( \vec{H} \) is defined such that \( \vec{B} = \mu_0 (\vec{M} + \vec{H}) \). Further, because \( \nabla \cdot \vec{B} = 0 \) we have

\[
\nabla \cdot \vec{H} = -\nabla \cdot \vec{M}.
\]

Comparing this equation with Gauss’ law \( \nabla \cdot \vec{E} = \rho_e/\varepsilon_0 \), we see that the \( \vec{H} \)-field is generated by the “magnetic charge density” \( \rho_m = -\nabla \cdot \vec{M} \) in exactly the same way that the electrostatic field \( \vec{E} \) is generated by the electrical charge density \( \rho_e \). This means we can calculate \( \vec{H} \) exactly as we would calculate \( \vec{E} \) for an electrostatics problem.

B. Magnetic scalar potential for a uniformly magnetized cylinder

Because \( \vec{H} \) is a conservative field, we can write \( \vec{H} = -\nabla \Psi_m \), where \( \Psi_m \) is the magnetic scalar potential. Using Eq. (4), we then see that the magnetic scalar potential obeys Laplace’s equation

\[
\nabla^2 \Psi_m = -\rho_m = -\nabla \cdot \vec{M}.
\]

For a cylindrical magnet of radius \( R_m \) and length \( L \) and having uniform magnetization \( M_0 \) \( \hat{z} \) (along the axis of the cylinder), the divergence is zero everywhere inside (and outside) the magnet and receives non-zero contributions only at the two circular end surfaces. Use of the divergence theorem then shows that the \( \vec{H} \)-field generated by the cylindrical magnet is the same as that generated by the surface charge density \( n \cdot \vec{M} \), where \( n \) is the outward-pointing normal to the cylindrical surface. Physically, this corresponds to two disks of uniform magnetic surface charge densities \( \pm \sigma_m \) separated by a distance \( L \), where \( \sigma_m = M_0 \) (see Fig. 3). This expression for the \( \vec{H} \)-field is valid both inside and outside the magnet. The \( \vec{B} \)-field is then given by \( \mu_0 \vec{H} \) outside the magnet and \( \mu_0 (\vec{H} + \vec{M}) \) inside.

Because of the symmetry of the problem, the scalar potential on the axis of the cylinder is particularly straightforward to calculate. If we begin with a circular disk of radius \( R_m \) and

\[
\nabla \times \vec{B} = \mu_0 \vec{J},
\]

where \( \vec{J} = \vec{J}_f + \vec{J}_b \) includes both free and bound current, and the bound current is given by \( \vec{J}_b = \nabla \times \vec{M} \), with \( \vec{M} \) the magnetization (magnetic moment per unit volume). Thus, in the presence of magnetization, we have

\[
\nabla \times \vec{B} = \mu_0 \left( \vec{J}_f + \nabla \times \vec{M} \right).
\]

But for a permanent magnet \( \vec{J}_f = 0 \), so Eq. (2) gives

\[
\nabla \times \left( \vec{B} - \mu_0 \vec{M} \right) = \nabla \times \mu_0 \vec{H} = 0,
\]

where the conservative field \( \vec{H} \) is defined such that \( \vec{B} = \mu_0 (\vec{M} + \vec{H}) \). Further, because \( \nabla \cdot \vec{B} = 0 \) we have

\[
\nabla \cdot \vec{H} = -\nabla \cdot \vec{M}.
\]

Comparing this equation with Gauss’ law \( \nabla \cdot \vec{E} = \rho_e/\varepsilon_0 \), we see that the \( \vec{H} \)-field is generated by the “magnetic charge density” \( \rho_m = -\nabla \cdot \vec{M} \) in exactly the same way that the electrostatic field \( \vec{E} \) is generated by the electrical charge density \( \rho_e \). This means we can calculate \( \vec{H} \) exactly as we would calculate \( \vec{E} \) for an electrostatics problem.

B. Magnetic scalar potential for a uniformly magnetized cylinder

Because \( \vec{H} \) is a conservative field, we can write \( \vec{H} = -\nabla \Psi_m \), where \( \Psi_m \) is the magnetic scalar potential. Using Eq. (4), we then see that the magnetic scalar potential obeys Laplace’s equation

\[
\nabla^2 \Psi_m = -\rho_m = -\nabla \cdot \vec{M}.
\]

For a cylindrical magnet of radius \( R_m \) and length \( L \) and having uniform magnetization \( M_0 \) \( \hat{z} \) (along the axis of the cylinder), the divergence is zero everywhere inside (and outside) the magnet and receives non-zero contributions only at the two circular end surfaces. Use of the divergence theorem then shows that the \( \vec{H} \)-field generated by the cylindrical magnet is the same as that generated by the surface charge density \( n \cdot \vec{M} \), where \( n \) is the outward-pointing normal to the cylindrical surface. Physically, this corresponds to two disks of uniform magnetic surface charge densities \( \pm \sigma_m \) separated by a distance \( L \), where \( \sigma_m = M_0 \) (see Fig. 3). This expression for the \( \vec{H} \)-field is valid both inside and outside the magnet. The \( \vec{B} \)-field is then given by \( \mu_0 \vec{H} \) outside the magnet and \( \mu_0 (\vec{H} + \vec{M}) \) inside.

Because of the symmetry of the problem, the scalar potential on the axis of the cylinder is particularly straightforward to calculate. If we begin with a circular disk of radius \( R_m \) and

\[
\nabla \times \vec{B} = \mu_0 \vec{J},
\]

where \( \vec{J} = \vec{J}_f + \vec{J}_b \) includes both free and bound current, and the bound current is given by \( \vec{J}_b = \nabla \times \vec{M} \), with \( \vec{M} \) the magnetization (magnetic moment per unit volume). Thus, in the presence of magnetization, we have

\[
\nabla \times \vec{B} = \mu_0 \left( \vec{J}_f + \nabla \times \vec{M} \right).
\]

But for a permanent magnet \( \vec{J}_f = 0 \), so Eq. (2) gives

\[
\nabla \times \left( \vec{B} - \mu_0 \vec{M} \right) = \nabla \times \mu_0 \vec{H} = 0,
\]

where the conservative field \( \vec{H} \) is defined such that \( \vec{B} = \mu_0 (\vec{M} + \vec{H}) \). Further, because \( \nabla \cdot \vec{B} = 0 \) we have

\[
\nabla \cdot \vec{H} = -\nabla \cdot \vec{M}.
\]

Comparing this equation with Gauss’ law \( \nabla \cdot \vec{E} = \rho_e/\varepsilon_0 \), we see that the \( \vec{H} \)-field is generated by the “magnetic charge density” \( \rho_m = -\nabla \cdot \vec{M} \) in exactly the same way that the electrostatic field \( \vec{E} \) is generated by the electrical charge density \( \rho_e \). This means we can calculate \( \vec{H} \) exactly as we would calculate \( \vec{E} \) for an electrostatics problem.

B. Magnetic scalar potential for a uniformly magnetized cylinder

Because \( \vec{H} \) is a conservative field, we can write \( \vec{H} = -\nabla \Psi_m \), where \( \Psi_m \) is the magnetic scalar potential. Using Eq. (4), we then see that the magnetic scalar potential obeys Laplace’s equation

\[
\nabla^2 \Psi_m = -\rho_m = -\nabla \cdot \vec{M}.
\]

For a cylindrical magnet of radius \( R_m \) and length \( L \) and having uniform magnetization \( M_0 \) \( \hat{z} \) (along the axis of the cylinder), the divergence is zero everywhere inside (and outside) the magnet and receives non-zero contributions only at the two circular end surfaces. Use of the divergence theorem then shows that the \( \vec{H} \)-field generated by the cylindrical magnet is the same as that generated by the surface charge density \( n \cdot \vec{M} \), where \( n \) is the outward-pointing normal to the cylindrical surface. Physically, this corresponds to two disks of uniform magnetic surface charge densities \( \pm \sigma_m \) separated by a distance \( L \), where \( \sigma_m = M_0 \) (see Fig. 3). This expression for the \( \vec{H} \)-field is valid both inside and outside the magnet. The \( \vec{B} \)-field is then given by \( \mu_0 \vec{H} \) outside the magnet and \( \mu_0 (\vec{H} + \vec{M}) \) inside.

Because of the symmetry of the problem, the scalar potential on the axis of the cylinder is particularly straightforward to calculate. If we begin with a circular disk of radius \( R_m \) and
uniform (magnetic) charge density \( M_0 \) centered at the origin in the xy-plane, then the (magnetic) scalar potential on the z-axis is given by

\[
\Psi_m(z) = \frac{M_0}{2} \left( \sqrt{R_m^2 + z^2} - z \right). \tag{6}
\]

To get the scalar potential for the uniformly magnetized cylinder, we use Eq. (6) and the following superposition. If the origin is located at the center of the magnet and the ends of the cylinder are located at \( z = \pm L/2 \), as shown in Fig. 3, the resulting scalar potential \( \Psi_m \) is given by

\[
\Psi_m = \frac{M_0}{2} \left\{ \left[ \sqrt{R_m^2 + \left( z - \frac{L}{2} \right)^2} - \left( z - \frac{L}{2} \right) \right] - \left[ \sqrt{R_m^2 + \left( z + \frac{L}{2} \right)^2} - \left( z + \frac{L}{2} \right) \right] \right\} \\
= \frac{M_0}{2} \left[ \sqrt{R_m^2 + \left( z - \frac{L}{2} \right)^2} - \sqrt{R_m^2 + \left( z + \frac{L}{2} \right)^2} + L \right]. \tag{7}
\]

The magnetic field outside the magnet and along the z-axis is then given by

\[
B_z = \mu_0 H_z = -\mu_0 \frac{\partial \Psi_m}{\partial z} \\
= \frac{\mu_0 M_0}{2} \frac{\partial}{\partial z} \left[ \sqrt{R_m^2 + \left( z + \frac{L}{2} \right)^2} - \sqrt{R_m^2 + \left( z - \frac{L}{2} \right)^2} \right]. \tag{8}
\]

To determine \( M_0 \) we substitute the physical dimensions of the magnet (\( L = 5.1 \text{ cm} \) and \( R_m = 1.27 \text{ cm} \)) into Eq. (8) and compare it with the experimental data for the axial magnetic field (see Fig. 4). Using the curvefit program in Mathematica we find \( M_0 = 1.0335 \times 10^6 \text{ A/m} \), which gives a magnetic dipole moment of \( \pi R_m^2 L M_0 = 27 \text{ A m}^2 \). Also shown in this figure are the predictions of the point-dipole and two-monopole models. As is evident from Fig. 4, the experimental data are in excellent agreement with the predictions of the two-disk model, which verifies our assumption of uniform magnetization. (It is interesting to note that the two-monopole graph, with magnetic moment \( m = 27 \text{ A m}^2 \) and length \( l_m = 3.245 \text{ cm} \) fits the experimental data surprisingly well.)

C. Magnetic field of a cylindrical magnet

To compute the off-axis magnetic field, we begin with the axial potential given in Eq. (6). Except for points on one of the circular end surfaces of the magnet, the magnetic scalar potential \( \Psi_m \) satisfies \( \nabla^2 \Psi_m = 0 \). Hence, the general solution for \( \Psi_m \) due to a single disk is given, in spherical coordinates, by

\[
\Psi_m(r, \theta) = \sum_{\ell=0}^{\infty} \frac{b_\ell}{r^{\ell+1}} P_\ell(\cos \theta), \tag{9}
\]

where \( P_\ell(\cos \theta) \) are Legendre Polynomials in \( \cos \theta \).

As we will see, for the calculation of flux we only need to work in the region \( r > R_m \). Hence, \( a_\ell = 0 \) for all \( \ell \) and the scalar potential reduces to

\[
\Psi_m(r, \theta) = \sum_{\ell=0}^{\infty} \frac{b_\ell}{r^{\ell+1}} P_\ell(\cos \theta). \tag{10}
\]

In order to determine the \( b_\ell \)'s, we note that the expression for \( \Psi_m(r, \theta) \) in Eq. (10) must be equal to \( \Psi_m(z) \) in Eq. (6) when \( \theta = 0 \) (and hence \( r = z \)). Therefore,

\[
\sum_{\ell=0}^{\infty} \left( \frac{b_\ell}{r^{\ell+1}} \right) = \frac{M_0}{2} \left[ \sqrt{R_m^2 + r^2} - r \right], \tag{11}
\]

where we have used the fact that \( P_1(1) = 1 \) for all \( \ell \). By comparing the powers of \( r \) on both sides of Eq. (11), we find that the odd coefficients \( b_{2\ell+1} \) are zero, and the even coefficients \( b_{2\ell} \) are given by

\[
b_{2\ell} = \frac{M_0}{2} \left[ \frac{R_m^{2\ell+2}}{2(\ell + 1)!} \prod_{k=0}^{\ell} \left( \frac{1}{2} - k \right) \right]. \tag{12}
\]

Thus, the magnetic scalar potential \( \Psi_m(r, \theta) \), generated by one disk, is given by

\[
\Psi_m(r, \theta) = \sum_{\ell=0}^{\infty} \left[ \frac{M_0 R_m^{2\ell+2}}{2(\ell + 1)!} \prod_{k=0}^{\ell} \left( \frac{1}{2} - k \right) r^{2\ell+1} \right] P_\ell(\cos \theta) \\
= \frac{M_0 R_m}{2} \sum_{\ell=0}^{\infty} \left( \frac{R_m}{r} \right)^{2\ell+1} \frac{1}{(\ell + 1)!} P_\ell(\cos \theta). \tag{13}
\]

Similar to the axial situation [see Eqs. (7) and (8)], to determine the magnetic field of the cylindrical magnet at an arbitrary point \( (r, \theta) \), we will again need to add the scalar potentials generated by two such disks with charge densities \( \pm M_0 \) located at positions \( z = \pm L/2 \). Hereafter, \( \Psi_m(r, \theta) \) will
refer to the scalar potential of the entire magnet. In terms of this re-defined $\Psi_m(r, \theta)$, the magnetic field $\vec{B}$ outside the magnet ($|z| > L/2$) is given by

$$\vec{B} = -\mu_0 \nabla \Psi_m,$$

(14)

while for any point inside the magnet ($|z| < L/2$), we have

$$\vec{B} = -\mu_0 \left( \nabla \Psi_m - \vec{M} \right).$$

(15)

Thus, we have found an exact expression for the magnetic field (outside a distance $R_m$). The sum can be computed to any desired level of accuracy by including a sufficiently large number of terms. Partovi et al. 14 have carried out a comprehensive analysis for a uniformly magnetized cylinder falling in a pipe by considering the vector potential due to the moving magnet. Similarly, Derby et al. 19 computed the magnetic field and the flux due to a cylindrical magnet and reduced it to the computation of elliptical integrals that could be calculated using Mathematica. However, because of the strong similarity with electrostatics, we find that the scalar potential method is much more accessible to undergraduate students. In addition, by choosing to keep an appropriate number of terms in Eq. (13), students can compute the scalar potential to any desired level of accuracy.

IV. COMPUTATION OF FLUX

As the magnet travels through the copper pipe, the changing magnetic flux causes eddy currents to form in the pipe. We will assume that the pipe thickness is small compared to the radius of the pipe (Refs. 14, 15, and 17 have studied the effect of thickness more carefully). We also assume that the magnet falls coaxially through the conducting pipe, and thus an azimuthal symmetry is maintained throughout the motion. In this case, the eddy currents generated in the pipe would form perfect circles perpendicular to the axis of symmetry. Using the magnetic fields given in Eqs. (14) or (15), we will now determine the flux through a circular cross-section of the pipe. We first compute the flux generated by a single disk and then compute the total flux from the magnet by combining the flux from two disks.

To compute the flux through a circular loop of (average) radius $R_p$, a distance $z$ from the disk, we choose a spherical surface, whose center lies at the center of one of the disks of the magnet (see Fig. 5). This particular choice simplifies our calculations considerably. The normal component of the $\vec{B}$-field on this surface is simply the radial derivative of $\mu_0 \Psi_m$. More importantly, because $R_p > R_m$, independent of the value of $z$, the distance of every point of this spherical surface is larger than the radius of the (magnetically) charged disk. This is the reason we were able to set all the $a_i$’s equal to zero in Eq. (9).

Integrating over the spherical surface shown in Fig. 5, the flux $\Phi_m(z)$ through a circular loop a distance $z$ from the front disk is given by

$$\Phi_m(z) = \int_{\Sigma} \vec{B} \cdot \vec{n} \, da = -\mu_0 \int_{\Sigma} \frac{\partial \Psi_m(r, \theta)}{\partial r} \, da$$

$$= \sum_{i=0}^{\infty} b_{2i} \left( \frac{1}{r^{i+1}} \right) \int_{r=R_p}^{R_m} P_{2i}(\cos \theta) \sin \theta \, d\theta \, d\phi$$

$$= 2\pi \mu_0 \sum_{i=0}^{N} b_{2i}(2l+1)^2 \int_{0}^{\phi} P_{2i}(u) \, du,$$

(16)

where in the last line we defined $u = \cos \theta$ and $u_p = z/\sqrt{R_p^2 + z^2}$. We can compute the integral in Eq. (16) using the identity $P_{2l}(u) = [P_{2l+1}(u) - P_{2l-1}(u)]/(4l+1)$, giving a flux

$$\Phi_m(z) = \pi \mu_0 M_0 R_m^2 \left[ 1 - \frac{z}{\sqrt{R_p^2 + z^2}} \right]$$

$$+ 2\pi \mu_0 \sum_{i=1}^{N} \frac{(2i+1)b_{2i}}{\left( R_p^2 + z^2 \right)^{i+1}} \left[ \frac{1}{4l+1} \right]$$

$$\times \left[ P_{2l-1} \left( \frac{z}{\sqrt{R_p^2 + z^2}} \right) - P_{2l+1} \left( \frac{z}{\sqrt{R_p^2 + z^2}} \right) \right],$$

(17)

where we have substituted the value of $b_0$ in the first term. The above expression for $\Phi_m(z)$ gives the flux due to a single disk. To compute the flux due to the entire magnet, we need to consider two disks with magnetic charge densities $\pm M_0$ separated by a distance $L$. The net flux is then the sum of the contributions from these two disks. In Fig. 6, we plot the magnetic flux through a circular cross-section of the pipe a distance $z$ from the center of the magnet, as well as the flux contributions from $\mu_0 \vec{H}$ and $\mu_0 \vec{M}$. Note that a superposition of the $\mu_0 \vec{H}$ and $\mu_0 \vec{M}$ contributions gives the magnetic flux, as expected.

V. COMPUTATION OF EMF

In order to compute the emf through a circular cross-section of the conducting pipe a distance $z$ from the center of the magnet, we need to determine the change in flux through the loop during a time interval $\Delta t$. We take the $z$-direction pointing up and assume the magnet falls with a constant velocity $\vec{v} = (dz/dt) \hat{z} = -v_0 \hat{z}$. The emf is then given by

$$\mathcal{E} = \oint \vec{E} \cdot d\vec{l} = -\frac{d\Phi_m}{dt} = -\frac{d\Phi_m}{dz} \frac{dz}{dt} = v_0 \frac{d\Phi_m}{dz}.$$

(18)

The electric field in the wall of the pipe is therefore $E_{\phi}(r) = \mathcal{E}/2\pi r$, where $r$ is the distance from the axis of the pipe. Hence, the current density in the pipe is given by

$$J_{\phi} = \sigma_{\text{w}} E_{\phi} = \sigma_{\text{w}} \mathcal{E}/2\pi r,$$

where $\sigma_{\text{w}}$ is the conductivity of the pipe (in this case $\sigma_{\text{w}} = 4.91 \times 10^4$ S/m for copper). The current $I_{\text{w}}$ through a section of the pipe of thickness $dr$ and length $\Delta z$ can then be calculated as

![Fig. 5. Schematic diagram showing the magnet in the pipe and the spherical surface used to compute the flux. For our setup, we have $R_m = 0.0127$ m and $R_p = 0.01365$ m, while the thickness of the pipe is 0.00127 m.](image-url)
to lower order. Therefore, the total current through a section of the pipe from \( z_1 \) to \( z_2 \) is given by

\[
I = \frac{\nu_0 \sigma_c}{2\pi R_p} \delta [\Phi_m(z_2) - \Phi_m(z_1)].
\]  

(21)

Verifying this expression for current was a difficult task. We removed a small cylindrical slice (a few millimeters in length) from the middle of the pipe and replaced it with a loop of very thin magnetic wire in series with a large resistor. The gap was kept small to ensure that the velocity of the magnet remained constant. By finding the voltage across the resistor (measured in \( \mu V \)), we indirectly measured the current in the loop and inferred what the current would have been in the absence of the resistor. Figure 7 shows the current generated in a loop as the magnet passes through it, along with our theoretical prediction. Here, we see that there is reasonably good agreement between the positions of the peaks, but less so for the heights. This discrepancy is caused by the uncertainty in measuring very low voltages. Fortunately—as demonstrated in Sec. VI—the retarding force is much easier to measure than the induced current, so we will obtain much better agreement between theory and experiment when investigating the force as a function of velocity.

VI. COMPUTATION OF RETARDING FORCE

Because the magnet travels with a constant velocity \( \vec{v} \), conservation of energy stipulates that the (thermal) energy loss in the conducting pipe per unit time will be equal to \( |\vec{F} \cdot \vec{v}| \), where \( \vec{F} \) is the magnetic retarding force. Thus, if we know the power loss and the magnet velocity we can determine the retarding force. To compute the power loss in the pipe, we first determine the differential loss over an infinitesimal length \( \Delta \) of the pipe. This loss is given by

\[
dP = (dI)^2 (dR) = \frac{\nu_0 \sigma_c}{2\pi} \frac{d\Phi_m}{dz} \left[ \frac{2\pi R_p}{d\Phi_m/dz} \delta^2 \right] \Delta z.
\]  

(22)

Assuming the pipe to be much longer than the magnet, we find that the total power loss is given by
We studied the effect of a cylindrical neodymium magnet moving along the axis of a cylindrical conducting pipe. Using the symmetry of the setup and the near uniformity of the magnetization of a neodymium magnet, we were able to develop an analytical model for the induced surface current density and resulting retarding force. The analytically predicted current distribution and the retarding force show excellent agreement with experimental observation. Because we were able to use the magnetic scalar potential technique, which bears a strong resemblance to electrostatics, our analysis is comparatively more accessible to undergraduates than other approaches. In addition, students can compute the flux to any desired level of accuracy by keeping a sufficiently large number of terms in the expansion of the scalar potential.
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![Fig. 8. Experimental (dots) and theoretical (solid) values of the retarding force for various terminal speeds.](image)

\[
P = \frac{\sigma_c \delta}{2\pi R_p} \int_{-\infty}^{\infty} \left( \frac{d\Phi_m}{dz} \right)^2 dz \\
= 2\frac{\sigma_c \delta}{2\pi R_p} \int_{0}^{\infty} \left( \frac{d\Phi_m}{dz} \right)^2 dz.
\]

(23)

Since the dissipated power is given by \( P = |\mathbf{F} \cdot \mathbf{v}| = Fv_0 \), the retarding force is found to be

\[
F = 2\frac{v_0 \sigma_c \delta}{2\pi R_p} \int_{0}^{\infty} \left( \frac{d\Phi_m}{dz} \right)^2 dz.
\]

(24)

Therefore, we find that the retarding force is proportional to \( v_0, \sigma_c, \) and \( \delta \). In particular, if all other parameters are kept fixed, we find that \( F \propto v_0 \). Figure 8 shows the prediction of Eq. (24) compared to the experimental data; apart from a small offset (explained below), the agreement is impressive. Such linear behavior between speed and retarding force has been shown to be an excellent model for speed less than 25 m/s.\(^{14}\)

As mentioned, the electrical conductivity of the copper pipe is \( \sigma_c = 4.97 \times 10^7 \) S/m. We carried out an extensive measurement procedure to determine the resistance of copper pipes of various lengths using the 4-point method and Kelvin clips as suggested in Ref. 25. We also contacted the manufacturer of the pipe and the American Society for Testing and Materials (ASTM) for further verification. As seen in Fig. 8, the slopes of the theoretical prediction and the experimental data are almost identical; however, the experimental data are slightly offset from the theoretical prediction such that a best-fit line would not pass through the origin. This discrepancy is caused by a very small, but finite, frictional force in the smart pulleys we used. The total mass hung from these pulleys—the magnet, the weight, and the counterweight—were on the order of 600 g, giving an effective frictional force of about the weight of six grams.\(^{26}\) We emphasize that the vertical offset of 0.0526 N in Fig. 8 can be accounted for by this frictional force.
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A physical dipole consists of two magnetic charges ($\pm q_m$) of opposite polarity separated by a distance $\ell_m$. The magnetic field due to a monopole is assumed to be $\mu_0 q_m / 4 \pi r^2$. The magnetic charge $q_m$ and the separation $\ell_m$ are determined by stipulating that the dipole moment ($q_m \ell_m$) be equal to that of our magnet ($\pi R^2 LM_0$). Additionally, we demand that the magnetic field on the axis of two monopoles situated at $z = \pm \ell_m / 2$ has a best fit with the experimental data. This generates a best estimate for $\ell_m$ of 3.245 cm.

22A physical dipole consists of two magnetic charges ($\pm q_m$) of opposite polarity separated by a distance $\ell_m$. The magnetic field due to a monopole is assumed to be $\mu_0 q_m / 4 \pi r^2$. The magnetic charge $q_m$ and the separation $\ell_m$ are determined by stipulating that the dipole moment ($q_m \ell_m$) be equal to that of our magnet ($\pi R^2 LM_0$). Additionally, we demand that the magnetic field on the axis of two monopoles situated at $z = \pm \ell_m / 2$ has a best fit with the experimental data. This generates a best estimate for $\ell_m$ of 3.245 cm.


26We computed this frictional force by forming an Atwood machine type experiment with varying $\Delta m$, but keeping $m_1 + m_2 = 600$ g.

Demonstration Induction Coil

From the 1916 catalogue of the L. E. Knott Apparatus Company: “This type of coil is of value in the study of the office of the primary in induction coil construction. Both primary and secondary are mounted on a polished mahogany box, but the mount is designed so that the secondary may be adjusted to enclose varying amounts of the primary. This instrument is handsomely finished, all brass parts polished and lacquered, and will give a ¼-inch spark...$5.00”

This instrument is on long term loan to the Greenslade Collection from the Appalachian State University Physics Department. (Notes and photograph by Thomas B. Greenslade, Jr., Kenyon College)