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CHAPTER I
IRTRODUCTION

lMesgurement of human ability involves the consideration of speed among
other quantifiable characteristics of behavior. Investigation of style of
expression and gesture, for instance, has emphasized the role played by

temporal factors in determining consistency of expression.

Many experimental studies have shown that when a number of persons are
compared as to the speed at which they perform the same motor or psychomotor

Lask, each one if uncopstrained moves at his own characteristic rate or

ersonal tempo. Furthermore, it has been found that this personal tempo
emalins fairly constant when the task is prolonged over considerable time or
epeated frequently. Thus, personal tempc has been defined as that constant
emporal pattern which an individual adopts when performing a particular group

pf related activities at a natural rate of speed (Rimoldi, 1951).

A review of the literature and work that has been done in this domain of

personal tempo suggests that: 1) as stated above, operationally defined units
b behavior show a remarkable temporal constancy; 2) a plurslistic rather than
R monistic interpretation of tempo is indicated; and 3) tempos in different

petivities are not totally unrelated.

The relationship of speed to psychological activities, particularly

lintelligence” or complex mental abilities has been discussed in a great
1
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number of studies and constitutes one of the important old controversies in
the literature, As is the case with motor and psychomotor activities, many
authors contend that ability with respect to speed is afgeneral"” individual
trait characteristic of mental behavior. The bulk of the evidence, hovever,
has favored the interpretation of speed as a component independent of the
intellective factors. The procedure generally used in studies dealing with
this problenm is to apply the same test under dAifferent time allowances or to
correlate such speed measures as rate of work or reaction time to mental test
socres. lMeasures of maximal speed, as well as of optimal or "most convenient"
speed, have been used without, in many instances, a clear-cut distinction
between them. Any resesrch on personal tempo, however, should emphasize a

natural rate of work.

Accordingly, the purpose of the present study is to explore the temporal
characteristics of the cognitive proceass, when the subject performs problem-
solving tesks at his most natural rate. If it were possible to operationally
define units of behavior in the cognitive process, we would be able to measure
their temporal duration and determine whether there exists for a given individ-
ual a temporal rate characteristic of those processes. The work of Rimoldi and
associates (1960, 1964, 1967) provides a technique adequate for this purpose.
L%e technique emphasizes the evaluation and characterization of the dynamic
Ibrocess that takes place when a subject is solving a problem. The underlying
Jlassumption is that the cognitive procees can be identified by studying the
Jsaquence of questions (tactic) that the subject uses to solve the problem.

The complexity of the logial relationships in the problem and the type of
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lsnguage used to present it define the difficulty of that problam. Observed
tactics may be classified as ideal, good, or bad according to how closely‘
they approxinate the logical structure of the problem. It is hypothesized that
the rate at which a subject asks questions is constant for a given problem. In
other words, the main hypothesis is thst operationally defined asteps within the

problem-solving process occur at regular intervals of time.

Five problems were used in this study -- four verbal problems of varied
difrficulty end one figure problem. Furthermore, six tempo tests representing
three well-defined tempo factors were administered -- symmetrical movement and
parallel movement of arms, which characterize the large muscle movement factor;
reading science and reading literature, for the speed of perception or reading
factor; and drawing lines and circles representing the espesed of drawing factor.
These tempo tests were included in the battery to determine vhether, and 1f so

how, they are related to the mean speed scores in the problems.

Three secondary hypotheses were formulated:

(A) Tor any specific problem there will be differences in the time
or speed scores of subjects following the ideal tactic, a good
tactic and a bad tactic. The “better" group will be faster.

(B) The time elapsed from the moment the subject is presented with
the problem until he asks the first question -~ time to under-
stand the problem -- will be related to the difficulty of the
problem.

(C) There will be individual consistency of the speed scores through-
out the problems.




CHAPTER II

REVIEW OF THE LITERATURE

In the literature related to rate of peirormance & distinction is made
between, 1) those studies which purport to link speed of response to certain:
"personality” types and view speed as & general personality trait; and 2)
those other studies where speed is considered as a specific factor that depends

on the ability tested.

Concerning the relatéon of speed to intelligence tvo opposing views are
encountered: 1) the notion that speed of performance in a mental task is the
same thing as mental ability of the subject, and 2) the existence of several
independent traits characterizing mental tasks, among which is speed of the

mental processes.

Personal Tempo

Dovney (1923), Kennedy (1930), Frischeisen-KShler (1933), and Wu (193k),
are among the authors who postulated a "general” speed factor. In Downey's
Will-Temperament test (1923), speed of reaction and movement are measured in
samples of handvriting obtained under different conditions, depending upon the
form of administration of the test, i.e., group form or individual form. Her
contention is that bodily speed of movement can be detected in speed of hand-
vriting and that it constitutes a general personality trait. Kennedy (1930)
also considerad speed as a personality trait. &he prbpased the term "irri-

tability” to designate it. Irritability defines the characteristic or general
4




rate of work of an individual which is different from speed in & given task

and is not dependent upon intelligence.

wu (1934) and Frischeisen-KShler (1933) among others, have used the term
"personal tempo”. Wu (193L4) studies both peisonal tempo and speed in some rate
tests. In the part of the experiment devoted to the study of personal tempo
the subjects were tested: 9 subjects over a period of ten weeks, and 26 sub-
Jects in a single sitting. The same six tests wvere used for the two groups:
foot tapping, fipger tapping, counting numerals, reading poetry, cobserving
octagone and word writing. Teat-retest reliability coefficients for the aix
tests in the first group of subjects were all positive with a median value of
.875 between two of the sittings. Thes; results, as well as those of other
authors, indicate that ''natural” speed in various types of performance is a
highly stable individual characteristic and that for each task a subject works
at his own personal tempo which is constant over considerable periods of time,
For toth groups and with the exception of the word-writing test, "the inter-
correlations between every two of the six teats were all positive with a
coefficient as high as .880 between finger tapping and counting numerals. The
results point out the fairly consistent relstionship of personal tempo in the
different tests, Furthermore, personal tempos are more marked in some tests
than in certain others.” In the second part of the emperiment, the speed study
Vu administered the following 6 speed tests to the 26 subjects tested in e
single sitting in the tempo study: foot tapping, finger tapping, word wiiting,

number naming, packing blocks and triangle tapping. The fact that all inter-




correlations were positive led the author to suggest the existence of a
“general phenomenon" in the various speed tasks, in spite of the fact th;t

no theoretical general factor could be demonstrated. This indicates that‘the
individual who is fast in one task is more likely to be fast than slow in
another. In her study, Kemnedy (1930) arrived at the same conclusion through
the study of the correlation matrix for a different set of rate tests. Fi-
nally, Wu compared the speed and tempo studies and found correlations as high
as .51 and .56 between the two finger-tapping tests and the two word-writing
tests respectively, while the intercorrelation between all the six tempo tests
and all the six speed tests was .19. He concluded that "for certain tasks
which have more or less similar content, an individusl's nstural rate of work

or 'personal tempo' 1s somevhat related to his maximal speed.”

Frischeisen-Kdhler (1933a), one of the best known exponents of the
concept of "personal tempo", proposed the existence of a generalized factor
on the bhasis of the analysis of the intercorrelational pattern among a
restricted number of tasks. She conducted experiments on different finger-
and foot-tapping taskas as well as metronome experiments to assess the
"hereditary” component of the personal tempo. She used Ss of all ages and
both sexes. In the metronome experiments the Ss were presented with various
speeds and vere asked to report whether each tempo was too fast, or too slow,
or precisely agreeable. She found smaller intra-individual constancy in the
tapping tests than in the metronome tasks and noticeable inter-individual
differences. By studying the personal tempos of pairs of parents and their

children, 118 pairs of twins, siblings and unrelated persons, she concluded




that personal tempo is definitely innete and hereditarily determined, Two
other studies (1933b, 1933¢), on preferred metronome tempo and eensitivity to
speed differences, indicated that "personal speed of males is somewhat slower
than that of females', and that the proportion of correct judgments among
toys (B3.8%) is somewhat higher than the proportion among girls (81.7%).
Frischeisen-Khler interpreted the latter result as “"showing that there is
pot &n inability to determine speed differences, but only & lack of sensi-
tivity for very fine differences.” A later study by P8tzl (1939) supported
Frischeisen~-Khler's contention on the hereditary conditioning of individual
tempo. Pbtzl indicates that in Ss "with demonstrated brain lesions, expe-
riences are perceived in the game way as with cinematographic rapid motion,
corresponding to the phenomenon of the microscopic analysis of time. The
sensorial mechanism of time perception is disturbed and the human individusl

tempo appears to be tending toward a quicker rhythm."

Foley (193Ta, 1937Tb) challenged the conclusions of Frischeisen-KShler
and others on the grounds that they failed td consider determining factors
other than heredity. He studled preferred metronome rate and speed of
preferential and maximael tapping in five vocatdonal groups of young female
students. The groups vere comparable in terma of "chronological, 'racial’
or national, socio-economic, and general intellectual status.” He found
statistically reliable differences in motor speed and preferred auditory
tempo for the various occupational groups. This, together with the fact that
there were no differences in tapping and metronome scores between racial or

nationality groups within the whole sample, led him to econclude that "voca-
tional stimulation and Institutionalized molor responses occurring at a
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particular rate of speed play a major role in conditioning the speed of motor
response (optimal and maximal) and sensory (auditory) preference, as well as

of motor tempo and rhythm.”

As a result of more exhaustive studies the monistic interpretation of rate
of work gave way to specificity or pluralistic interpretation. Moreover, tests
other than those involving purely motor activities were included for assessment
and & greater variety of performances from simple reaction time to falrly

complex mental tasks were considered.

Antipoff (1927) and Wentscher (1931) arrived at somewhat similar con-
clusions, Antipoff found that maximal rate shows lesa variability than
habitual or characteristic rate of activity in such tests as tapping, speed of
walking and writing, muscular strength and tactile discrimination. The study
of the coefficients of variability and the comparison of inter- and intra-
variation led the author to conclude that constancy is not an individual
characteristic or sptitude and that Ss vary much less among themselves in the
total of all tests than they vary smong themselves from one test to another.
Wentscher (1931) raised the question of vhether there is, for a given individ--
ual, a constant "personal work tempo"” that may be traced to some fundamental
factor. Out of 100 girle who were tested on four problems that required 4if-
ferent abilities, only 13%7 maintained the same tempo for all the four tasks.
The author concluded that the belief in a personal work tempo traceable to a

fundemental unitary factor was misleading.

One of the studies that definitely favored a pluralistic or specificity

interpretation of motor speeds is Allport and Vernon's Studies in Expressive
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Movement (1933). It represents a definite experimental sttack upon the problen
of intra-individual consistency in expressive movement. The authors maintain
that the expreasive features of the body are not independently activated, so
that there exists a considerable consistency smong these features. There is a
constant and stable personsl style that represents the most complex and most
complete form of expressive behavior, and it concerns all of the activity and
not merely special skills or single regions of the body. They studied ratings
on speed and 1k different measures of speed of movement in 25 male Ss. They
found no evidence for a uniform ’'psychic tempo' or general speed factor, but
ratber for three broad factors of speed, namely a verbal factor that inecluded
reading, writing, end counting, a drawing or manipulative factor, and e
rhythmic factor. They also found that "each speed measure is itself reliable,
indicating a high degree of constancy in 'specific speeds'”... and that "many
of the speed measures correlate mors highly with non-speed measures than with

eaeh other.”

Among others, studies by Leuer (1933), Lanier (1934), Earrison (1541), and
later on by Rimoldi (1951), Haley (1963) and Erdmann (1965), Lave further
supported the pluralistic interpretation of motor speed and tempo. In an
investigation of personal tempo and rhythm, Lsuer (1933) studied voluntary and
involuntary response rates. He found little relationship betweecn:specific
response rates and concluded that "any tendency for bodlly tempos to vary
together, suggesting a speed factor, would seem to hold only for habitusl
response if at all.” Lenier (1934) found that different types of speed

variables have little in common and that & relationship between any two or
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pore measurements of speed depends upon similarity of postural preparation and

type of motor activity involved.

As FErdmann (1965) indicates, "at this point in the history of the
literature of personal tmmpo, the area could be characterized as one plagued
by confusion. Operational definitions of tempo varied, terminology differed
fron study to study and the controversy of the monistic versus pluralistic
explanation prevailed.” Confusion existed not only regarding the temporal
parameters of sensory and psychomotor activities, but those of simple and
complex mental tssks as well. Evidence both for and against & general factor
of speed had been drawn from intercorrelations of about the same magnitude

among speed measures.

The experiments supporting a concept of temporal 'character' type or
personal tempo, allegedly representing a personality trait of general speed of
response, had been criticized on the grounds of: a) inadequate controls,

b) lack of clear definitions, and ¢) restricted variety of activities studied.
Avare of these facts and on the basis of previous findings (1946) oconcerning
constancy of speed at the ergograph and effect of imposed rhythms on work
output, Rimoldi undertook a factorial analysis of the domain. His "Personal
Tampo' study, published in 1951, is one of the most comprehensive and thorough
researches reported in the literature, given the inclusion of a variety of
tests covering tagks relaxed to a wide range of psychoblological functioms.
Ninety-one male Ss between 19 and 25§ years of age were given a battery of 59
teats comprising speed of motor activities; reaction time measurements; complex

processes such as recognition of designs, Judgments, etc.: intellectual pro-
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cesses such aa those Iinvolved in Thurstone's PMA; expressive movements; pre-
ferred metronome rate; speed of walking; pulse rate, ete. ELEight out of the
nine factors isolated were defined, including speed of: large muscle movements],
gmall muscle movements, drawing with feet, drawing with hands, reaction time,
perception, cognition, and metronome rate. A second-order factor analysis was
then performed which revealed four underlying dimensions, namely, speed of
perception, speed of cognition, speed of all motor activities, and reaction

time.

Later factorial studies by Haley (1963) and Erdmann (1965) verified
Rimoldi's results. Haley (1963) used 47 tempo and psychological varisbles
wvith attention focused on subjective tiﬁe.‘ Erdmenn (1965) investigated the
changes that undergo tempo variables under the effect of various drugs. The
verification of the small and the large muscle movement factors and the
drawing factor in both studies was relevant in the selection of the tests used

in the present experiment.

Speed and Complex Mental Abilities

Many conflicting statements are encduntered in psychological literature as|
regards the role of speed in the appraisal of mental ability. As stated abowve,
opposing views are that speed and intelligence are synonymous as characteristic|
of a person's ability, and that speed is not related to intelligence. To some
extent, the distinction between 3peed and power tests of 1ﬁtelligence mirrors
the two conceptions, and the definition of intelligence as that which the

intelligence tests test is at the bhasis of the {ssue.




Spearman (1927) is a supporter of the contention that speed of perfor-
mance is an i{ndication of intelligence. As is very well known, he postulated
two factors in cognitive ability, namely, general intellective ebility or "g"
and specifiic factors characteristic of giveg tasks.  To measure cognitive
ability, he etid, it 13 necessary to turn to the universal quantitative
properties of clearness and speed which characterize all cognition. SBpeed or
bduretion of a perecnée mental processzes is inferred from the amount of time
taken to respond to the stiﬁulua. Cleeiheas on the other hand‘ is 1nferred
from the gaodnesl or accuracy of the response, relative to its freedom from
errors and omissions. The ability to perfbrm an operation coreectly ig the
| pover of relponse.‘ Both yower and speed are dependent on eand saturated wvith |
'“ ", though not to an equal extent. According to ﬁpearman, the dependence of
pover of response upon "g“ is evidenced in several studies where the influence
of sﬁeed was eliminnfed experimentally -- high correlations were obtained
betveen scores in the same 1ntelligence test administered with difrerent time
limits or no time 1imit at all. As for speed Spearman found that speed in
one kind of test was correleted with speed and power in other kinde of oper—
ations. He concluded that sinee power is dependent on "g" speed must also be
correlated vith "g , and in agreement with this complete interchengeability
between goodness end speed of response, neither of them constitutes a
functional unity or group factor produeing snecifie eorrelation, Some years
leter, however, Speerman (1937) differentieted experimentally speed preference
("attitune to or preferenee for spoed“) end speed ubility ("speed of eogni%*"~
tion") He pointed out thet although perfbrmance of mental tasks may reveel al

general speed ptnferenee there is no evidence of a general speed ability in
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tasks involving eductive processes. For tasks such as spedd of reaction or
rate of tapping, there may be one or several factors independent of general
ability "g". In summary, his main contention was that "the almbst unanimous
view that some persons are on the whole unab;e to think quickly and yet are

quite able to think clearly would seem to bLe a most grave error.”

The “unanimous view" to which Spearman refers corresponds to the notion
that speed is not related to intelligence. Perhaps the best known supporter
of the theory of the specific nature of speed of response is Thorndike (1926).
As far back as 1902 he presented evidence to demonstrate that “there is no sucw
thing as a trait of quickness of association characterizing the work of a given|
' individual on various simple mental tasks.”" He proposed the analysis of mental]
ability into three separable aspects, nnmeiy, level, range and speed. Level
or altitude, which dafines ability as power, 1s the level of difficulty
attained by an individusl. Range refers to the number of tasks he can perfora |
at any specific level of difficulty. Speed is the individusl's rate of
performance; that is, the mumber of tasks that are completed in unit time.
Thorndike indicated that slthough the best intellect is one that can accom-
plish the largest number of tasks at the highest level of Aifficulty in the
shortest period of time, altitude is the only aspect of intelligence that
cannot be dispensed with. He further indicated that altitude and speed are
slightly but positively associated. In 1937 Thurstone published a paper on
the subject, where he defined an individual's ability as "that degree of
difficulty for which the probability is 1/2 that he will complete the task in

infinite time." He represented the relations between ability as altitude,
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potivation and speed by a paychometric surface, and theoretically showed that
“the appralsal of an individual's ebility for a specified kind of power task,
as distinguished from tasks involving rate, can be made experimentally so as
to be independent of spsed of performance and also independent of his moti-

vation."

Much research was done after Spearman's work, aimed primarily at speciryinJ
the nature of intelligence. Pew studies lent support to Spearman's two-factor
theory, while many others presented cvidence favoring the specificity theory.
Among the isolated basic components of intellectual abilities some authors
{dentified a factor of speed. Sutherland (1934), Dubois (1932), Line and
Keplan (1932) and Thurstone (1938), found evidence pointing to the existence of
e speed factor running mainly through speed tests.

During the early studies bdearing on the problem of the relation of speed
to mental ability are the very much discussed vorks of Bernstein (1924) and

Peak and Boring (1926).

Bernstein's (1924) study is among those designed specifically to assess
the existence of a gensrsal speed factor. Bernstein sdministered a series of
tests including sentence completion, direction, concomitants, anslogies and
[moral elassifications to two groups of school ahildren, under conditions of
"leisure” and "haste"”, i.e., with long and short time limits. "Slowness"
scores were calculated by subtracting "haste" scores from "leisure” scores,
Ivhich were correlated with teachers' estimates of intelligence and “slowness".
WOn the basis of the lov correlations varying from ~.23 to .19, the suthor
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ecoocluded against the existence of a speed ability apert from genersal intel-
1ligence. The results were used by Spearman (1927) as evidence of his conten~
+ions. Intelligence estimates correlated .56 with both haste and leisure
scores, while ratings on slowness correlasted -.37 with haste and ~.45 with
leiasure. The correlations among and between both types of scores were of about
the same degree ranging from .66 to .T73. Mainly on the basis of these co-
efficients, DuBois (1932) eriticized Bernstein's methodology and argued that
"4{f leisure and haste tests measure different abilities, their respective
intercorrelations siould be higher than the correlations with esch other.”
Though the leisure testa had fewer items, sll the tests used by Bernsteln vere
very short and a time limit of 30 seconds per pege was allowed. Sutherland
(1934) contended that it 1s doubtful that leisure conditions were produced, so
that the conditions Letween intelligence and haste and leisure tests vere
really correlstions between intelligence ratings and two different speed seores*
Kennedy (1930) alsc criticiszed Bernstein's work on the score of non-validity
of his measure of slovness and pointed out that "in the case of these tests,
in the vork don.}hy others on the effect of differsnt time limits, the fact
remains that the test with short limits is still a "power"” test, and there is
no assurance that a high score on such a test means speed, or that a low score

means slowness.”

Using five advanced students, two men and three women tested individually|
the authors timed each item separately on two forms each ¢f the Otis and Alpha
tests. For esch of the subjects a time score in each test was defined as the

aversge number of szconds he spent on items performed correctly by all the fiv#
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gubj=zcts; this was done to control for differences in accuracy. The aversge
tiae scores so definad were then correlated wvith the tests scores oblLained
under standard and unlimited time, and with speed of reaction time. Very high
correlations of the order .TO to unity vere found, a) between average time
scores and reaction time, and b) between the various meagures of speed and the
tests scores under standard time limit. The findings led the authors to
support Spearman’s contention aud conciude that since "there is a high
correlation between ascore in an inteliigence teet, speed in an intelligence
test, ané speed in simple reaction, ...speed of reasction is an important, and
prouably the most important factor in individual differences in the intel-
ligent act.” Peak and Boring hardly discuused the correlations, ranging from
~+20 to .10 between the differant speed measzures and the intelligence test
scores obtained under no time limit, They merely pointed cut that this may
occur because the faster subject does not have an opportunity to take
sdvantage of the sdditional time allowed. lLater on Bennett (1941) criticized
this explanation and srgued that the correlations obkained under the unlimited
time condition could very well be used ss evidence leading to a complately
different interpretation of the results. The small number of subjects alone

makes the conclusions of very slight lmportance.

More sdequate studies by Lemmon (1927) mnd Fansworth, Seashore and Tinker
(1927) failed to support Peak and Boring's results. Lemmon (1927), using 100
[subjects, found & correlation of .13 between the scores in the Thorndike
intelligence examination and 200 discriminative reaction times from each

subject. Pansworth et al. (1927) intended to replicate Peak and Boring's

Ftudy with a sample of 34 subjects. Three measures vere added, namely, serial
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keaction times and scores in the Thorndike and Ohio State University tests. To

Hetermine the degree of relationship between simple reaction time and average
peed scores on Alpha and Otis as defined in the referred study, the subjects

were divided into 5 subgroups and the time scores were calculated for each of

hem separately. The range of correlations obtained, from -.66 to .90, was
nterpreted as evidence against the existence of a general speed factor under-
ing both kinds of speed measures. As for the correlation between resction
ime and intelligence, the authors used the entire group of subjects and
btained coefficients from -.16 to ~.24 between the intelligence tests under
tanderd time limit and simple resction time, and from .14 for Ohio to .53 for
pha with serial resction time. On the other hand, coefficients of corre-
etion between serial reaction time and test scores obtained under the un-
llimited time condition were again low for Ohio and Otis, .0OT and .10, dut
higher for the Army Alpha, .36. The authors concluded that what the different
intelligence tests measure varies and that "the Army Alphs test tends to become
lrerely a serial reaction test, whereas the Ohio State and Thorndike exam-

instions remain more clearly tests of content in which the speed factor is

junimportant.”

The results in all these experiments seem to pointito the conclusion that
Ehe relation between mental ability, we measured by standard intelligence
tests, and simple reaction time is negligible. Furthermore, it would seem that
Lvhen accuracy is kept constant, there is no consistent relationship between

Wsimple reaction time and speed of the mental process involved in the task being
hmaaured.

Other studies dealing with the problem of the relation of speed to intel-
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jigence have gone beyond the sole consideration of reaction time. Speed in
Limple motor, sensory-motor and mental tasks has been assessed snd inter-
horrelational analysis of the data generally hes led to the formhlation of

Ltaxements on the general or specific "nature” of speed.

Both S8isk (1926) and Dowd (1926) found no evidence for a generel speed
FPactor. Wbrking with intercorrelations of speed in simple and complex re-
Lponses and scores in the Army Alpha test from a sample of 100 college
ptudents, Sisk (1926) found: 1) né evidence for a subject who is fast in
Timple reaction to be equally fast in a complex reaction; 2) only a slight
Lendency for one who 1s fast or slow in a complex reaction to be relatively
Past or slow in another complex resction; 3) a high Army Alpha score seems to

bnly a swall exbent to be related to ability to react to a complex situation.

Dowd (1926) intercorrelated rate of work in 9 tests: cancellation,

pnderlining a's, reading tests, tests for speed of movements, writing tests and

ithmetic tests, She found no general speed factor, the only high corre-
ations being between tests of similar content, and a very low correlation

between these speed measures and scores on the Otis Advanced Examinationl

Kennedy (1930) and icFarland (1930) reported high correlations between
Pimple and complex abilities, which they took as evidence in favor of the
#eneral factor hypothesis. Kennedy (1930), mentioned earlier in another
tonnection, administered various apeed tests involving simple and complex
pbilities to two samples of adult subjects. The intercorrelations ranged from
02 to .70 with a mean of .34 for one group, ana from .il to .81 with a mean of

.45 for the other group, and were not greatly affected vhen variability due to
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hntelligence wvas held constant. In the first group a composite of the Otis and
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bhe Terman tesis scores was used, whereas score on the Army Alpha gifen with

Rouble time was used in the second. The results were interpreted as giving

dence of a general speed factor responaiblglfor the consistency of individusl
fferenceé in rate of work in any given task, which bears no felation to
#ntelligence. This rate of ﬁork she proposed to call "irritadbility”. The more
complex the task, the less is the effect of "irritability" and the greater the

Lffect of general intelligence in determining speed of work.

In & similar uttempt to study the relationship between speed and mental

bility, McParland (1930) used’tests of varied degrees of difficulty such as

ee association, peneil maze, simple aﬁhitdry reaction tiﬁe, opposites, etc.,
Lontaiﬁing a lgrge numﬁér of 1£ems. He tiﬁéd each item individually and
Esolated speed ability b;‘keeping accuiacy congstant. The correlations ranged
FFrom .00 to .88 and fell into a hierarchy. This the author took as evidence of
F speed factor involving general ability similar to that described by Spearman
d concluded that ability with respect to speed is a "general” individual
rait vhich is characteristic of mental behavior. Kennedy's and McFarland's
onclusions were criticized by several suthors: There is litile evidence of a
[speed factor in Kennedy's results, and McFarland seems to have gone far beyond
the implications of his data in his contentions. McFarland interpreted his
results as agreeing with those of other investigators wvho, like Peak and Boring

thio'naintnincd that speed of response is vhat primarily defines mental ability.

The main body of research on the interrclntion:hiﬁl among simple and

complex speed activities, hovever, has yielded evidence of specificity of speed
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of response. High intercorrelations among rate scores are between tests of
similar content and between those tests of complex processes where a common
function or related functions are at work. As regards the specific problem
of the relationshipas between various rate scoras and different messurea of

intelligence, the results of these and related studies suggest that they are

slightly and apparently insigniticant.

An important limitation in many of these studies is the lack of a measure
of level of intelligence, mental ability or "altitude”, in Thorndike's meaning
of the vord. Measurements of altitude and speed in the same function have
been obtained following tvo methods: They are measured Iin different tests
with similar material, varying the 1avelg of difficulty: or they are measured
in the same test., Ko consistent results have been obtained. In the preannt
study, "altitude” and rate of work will be measured in the seme tests, which

will vary in difficulty.

Tyron and Jones (1933) measured rate of work as indicated by success on
simple nomﬁletion tests, which involved exposure of simple narrative and
descriptive nmeaterial on a screen at four different exposure rates. Altitude
was measured by scores obtained in the completion items of Thorndike's CAVD
exaninations. One hundred and sixteen subjects were tested. It was found that
the correlations betwesn the test of altitude and the four speed scores did not
differ significantly from each other. The results were interpreted as
indicating that mental ability is not contingent upon the speed of mental

processes.

Hunsicker (1925) used a graded series of arithmetic problems and sentence-
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completion problems, defining sbility as the highest level of difficulty st
which a subject could answer 50% of the items correctly. The rate of work
seore she defined as the time it took to complete the first two pages of easy
items. She found correlations from .57 to .J1 between the speed scores in
voth types of tasks and coefficients from .39 to .61 between rate and altitude.
The findings led her to conclude that there is & fairly consistent positive
relationship between rate and ability. PFurthermore, considering that ability
in sentence completion and arithmetic are due to general intelligence, she
conoluded that speed is related to level of general ability, constituting an

individual trait.

In 1921 the Army test report, and several later studies, gave results of
the ecorrelation detween Army Alpha scores obbained in a standard time limit
and double or longer time allowances., Very eclose correlations were found,
vhich were taken as an indication of relation between speed, defined as rate of
wvork, and intelligence. The wvallidity of these conclusions is doudbtful. They
) |seem to be going quite beyond the immediate implications of the results, which
“vould rather sesm to indicate that speed of work plays & minor role in the
'*Eiéfx%glpha scores obtained under standard time limit. Freeman (1932), as
r§£§rtcd above, pointed out that the correlation between rate and altitude is
Sy po means perfect, and that many time-limit tests "obscure the real level of
ff§£th1nment of s small, though importsnt, number of individuals.”

Studying the reciprocal influence of speed, quality and duration ¢gn
individual performances, Courthial, Van de Stadt and Clapardde (1932) gave two
tests to Sh male studénts aged 16-20 and 23 femsle students aged 19-21. The




tests were carré de chiffres consisting of disordered numbers to be ra-

arranged in correct order, and arithmetic computation, including addition,
subtrection, multiplication and division. The results showed: difference
between the sexes as regards speed and constancy of speed and quality within
each type of task. The correlational analysis showed that there is a
reletionship between speed in different categories of operations, dut no
relation as regards accuracy. When the speed iz both tests was considered,
howvever, the constancy of rate of work was lovered considerabdbly. Also, the
authors found 8 low correlation between speed and gquality, though there was

evidence that the rapid type is more often accurate, and the slow inacourste.

Graf (1932) showed that the length of time which a subject is permitted
to spend on a given intelligence test may significantly influence his score.
He studied the accomplishment of 100 subjects after various periods of time --
5, 10, 15, 30, 45 and 60 minutes -~ and found that slmost without exceptions,
they attained constancy of group rank only after a long period of vork had
elapsed. He pointed out that there is a difference between intelligence and
"speed of sdjustment” and that many mental tests emphasize the second factor

wvhile they are interpreted as measuring intelligence.

Kennedy (1930) had previously found that a positive correlstion of .Sk
between Army Alpha scores obtained under standard time and a rank composite

score of various speed tests drcpped to .00 when doudble time was allowed.

Trisks (1935) and Bennett (1941) are also among the investigstors who
studied the relation of speed to mental ability, varying the time allowance

for the completion of the tasks. Triska (1935) used two forms of an
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intelligence test: in one form the work-limit method was followed so that
ppeed was measured by the stop-watch; in the second form, sdministered two
veeks later, time limit was used, speed being nmessured by the number of items
attempted. The correlations between thesge scores and school grades led
Triska to conclude that what is usually measured in serial reactions is a
common factor of 'working speed’, whose degree of relation to performance
depends on the difficulty of the tagk. In simple reactions, on the other hand,
the correlations depend upon the similerity of the abilities tested, ss it is
'menteal speed' that is being measured as an index of efficiency. Finally, the
suthor suggested that "there seems to be no independent factor of 'mental
speed' which is only a meagure of innate or acquired ability to perform a
given function, though there sppears to be an independent factor contained in

failures and successes which is part of the 'working speed!’"”

Bennet (1941) found that rate of successful work, defined as the average
amopnt of time spent on items done correctly, is low but positively and
consistently related not only to altitude scores, but to scores on speed tests
of intelligence as well, independently of test content. A high correlation of
.95 between standard time limit scores on the Terman and unlimited-time or
altitude scores on the same test, suggested that the ranking in respect to

intelligence is herdly affected by the imposition of time.

Friede (1934) studying the interdependence of speed, amount of work, and
quality of work, found that a change in the manner of work of the sudbject
depends upon the difficulty of the test and that quality of work is more

variable than speed and amount of work.
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Adgner (1935), studied the performences of 30 subjects on the Bobertag
and Burt intelligence tests, a simple and a choice reaction test and three
groupe of cholce distrimination tests. Time and esccuracy of response (or
cholce) in all tests were intercorrelated. Two clusters of positive corre-
latione were found: all the speed measures, regardless of tests, and the
intelligence scores. Two factors, one of intelligence and one of speed or
"{ndividual speed tempo” wers suggested. The autbor indicated that "speed and
accurscey of performance do not go hand in hand, at lesst not to the extent that

iz ususlly assumed.”

Other studies bearing on the role of speed in mental ability at different
levels of difficulty, are those of Sutherland (1934), Slater (1938), and DuBois
(1932). Slater (1938) worked with scores obtiined on the Thorndike's CAVD and
on five separate non-verbsal tests aiministered under a time-limit condition for
226 school children. The subjects worked at their own pace and recorded for
themselved the time spent on each i{tem. The deviation of this estimate from
the average amount of time taken by the group to solve each provlem correctliy
defined each subjact's speed rate, The author found that the measures of speed
rate tended to be consistont for a glven subject without a close association
with measures of intelligence obtained from either verbal or non-verbal
Ineterial given with or without time limits, and independent from the degree of
jgifriculty of the task. While Slater's conclusions brought evidence in favor
of Spearman's conceptions, DuBois (1932) and Sutherland (193%) concurred in the
Hnterpretution of speed as independent frow altitude. DuBois (1932) tested

139 adult subjlects using five speed terts of approximately the same low degree




v

25
of difficulty, two level tests and two tests vhere speed and level vere not
clearly separated. He found evidence for the existence of a factor common to
the speed tests but not affecting the level tests to any great extent.
Sutherland (1934) intercorrelated speed and altitude scores. The positive
relationship practically disappeared wvhen the influsnce of the intelligence
factor vas removed. OSutherland concluded that his results provided little
evidence for an independent fastor of speed 'vhen the conditions demand a
uniform altitude of securing maximum eccuracy at the greatest speed." However,

a factor of apeed came into operation wvhen the problems were of low difficulty.

The reviev of the literature has shown that there is no sgreement among
investigators wvho have deall with provlems relevant to the present study.
Nevertheless, & survey of these and other findings reported in the literature

suggeste thet:

1) Vhen performing a particular motor or perceptual activity, individuals
adopt a charactaristic rate or tempo that is kept constant during the whole
performance. Some points of Interest in this respect have been pointed out,
among others, by Braun (1027), Kupke (1933), Allport snd Verzmon {(1933),
[Giinlstor? (1939), Yacorsynski (1942), Rimoldi (1948), Mishima (2951), Fraisse
(1954), and Rimoldi and Cabanski (1961),

2) A pluralistic interpretation of the domain of tempo is more adequate
fthan the monistic viewpoint. In this respect Laley's (1963) and Erdumann‘s
(1965) results provided further support to the pluralistic interpretation since
khey discovered various factors found by Allport and Vernon (1933) und Rimoldi

(1951).
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3) Tempos 15 different activities are not totally unrelated. A fev well
identified parsmeters have been isolated in different studies, thus indicating
the possibility of predicting related types of speed.
4) Por a specific activity, individuals tan&bto be consistently fast or
slov within relatively long pericds of time. This seems to hold for a wide
range of paychological activitiea.
5) No clear statements can be made regarding consistency of speed in all
tirpes of performances.
€) The speed component in intellsctual functions {solated by seversl
authors nsalng 1ifferent test hatteries suggests that "z" is not a unitary facw
tor as Jpaarman contended.
7) ¥or a given individual, the guslity of wor¥ is mor: warisble than the
speed.
8) The relation betwesn quality and speed appesrs to be a function of
the difficulty of the tasks.

9) There is not a close relationship between the accuracy of work in
different categories of testa.

10) The fast subject is more often sccurste and the alow subject more

often insccurate, though not to any sigpificant extent,

In swmery, the discussion bas focused on representative research under-
lying two 4istinct theoretical interpretations of personal tempo, with special
exphasis on those studies relating speed to mentsl performence. <Thougn the
Ldiacrepancioa in the results are obvious, it is apparent that: 1) there is a

negligible relation hetween mental ability and a variety of speed scores on:
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gimple and discriminative resctions, as well as scores on simple motor and
mental functions; 2) mental ability, considered as level or altitude in
Thorndike's sense, does not bear a consistent relation to rate of performance
on simple mental tasks; 3) whenever a relation was found, it seemed due to
sinilarity of content; 4) mental ability and rate of response measured on the
same test tend to be significantly related when the material is of low

difficulty.

It is also apparent that in all the reported studies, mental ability wves
measured in terms of accurscy of the solution of the task, in the sense that
attention was focused on the final product of the thinking process rather than
on the process itself. In the present study, mental ability will be quan-
tified in terms of the problem solving process, using the Rimcldi approach to

problen-solving behavior.

In 1955, Rimoldi devised an objective method to characterize the thinking
process by analyzing the gquestions that a subject asks in oxder to solve a
problem. The sequence of questions asked is called a tactic and "each tactic
is experimentally defined by the guanber, type and order of the questions

asked.”

The assumptions underlying the method are as follows:

a) "that subjects are assumed to actively search for and combine in-

formation that they consider necessary and sufficient to resch a solution,

b) "that tactics are an index of the sublect's thinking process,
¢) "that various tactics may be used respectively by different subjects,

or by the same subject in different cccasions, in order to reach the solution
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of & problem,
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d) "that individual differences are more likely to be highlighted through
the study of the tactics than through the study of the final answers, and
e) "that any inferences from final answers to tactics is risky if not

misleading.” (Rimoldi, 196T)

Since 1955, the method has been intensively developed and has been suc-
cessfully applied to investigations in & variety of areas. TFurthermore, new
scoring techniques have been devised that allow the characterization of &
subject's thinking process, in terms of logical structure of th; problems

rether than of group norms.

-

The Rimoldi technique was first applied to characterize clinical dlag-
nostic processes in medical students (Rimoldi, Haley, and Fogliatto, 1962).
Other studies have dealt with effects of training in problem solving, problem
solving at different ages and educational levels, Rorschach interpretation,
interdisciplinary evaluation of organic pathology, appraisal of personality
parameters, schizophrenic thinking, physiologicel correlates, open- and closed-
mindedness, etc. The reader i3 referred to Erdmann (1967) for a detailed |

account of the applications of the technique.




CHAPTER III

METHOD

Sample of SubJlects

The sample used in this study consisted of 30 subjects, all females, with
ages ranging from 18 to 30 years. All the subjects were graduate students at
the Universidad Nacional de Cérdoba, Argentina. All graduste students were

chosen 80 that there would be homogeneity with respect to educational level.

Testing Pro¢edure and Design

Each subject was tested individually by the same examiner ina single
session that lasted approximately one hour. The entire testing was conducted
in Spanish. At the beginning of the experimental session and before each test
was administered, the subject was instructed to perform the tasks at a
comfortable rate which she fibund most natural. Several tests were admin-~
istered involving psychological and psychomotor activities. Measuremeants of
frequency per time interval or measurements in units of time were utilized.
Negative correlations between some of the variables considered were expected;
that would be a function of the scoring method rather than an evidence of

negative relationship.

As stated previously, six Utempo" tests were used. They wvere selected
on the basis of previous studies (Allport and Vernon, 1933; Rimoldi, 1951;

Heley, 1963; Erdmann, 1965).as the most highly loaded in three well defined

29
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[actors: large movements, speed of drawing, and speed of perception. The num-

ers associated with the various tests indicate the order in which the tests
[ere administered. These numbers will also be used to identify the tests in

he respective tables.

The following instructions, taken from Erdmann's study (1965), were given

Werbally:

In this experiment you will be given a szeries of tasks which you are to
perform at the rate that is most comfortable for you. Before each
performance you will be given specific instructions which you are to carry
out in the most natural way. You will stert at & given signal and con-

tinue until told to stop. If at any time the instructions are not clear,
do not hesitate to ask questions.

The score used was frequently per thirty-second intervals. Listed in the
order of presentation in the experiment the tests were:

1) Arms Parallel. The subject was instructed to hold his arms parallel
pout in front of himself and keeping them parallel, swing them back and forth
khrough the same arc. Measurement: number of swings in a 30-second interval.
2) Arms Symmetrical. The subject was instructed to stretch his arms out
from his sides and swing them together straight in front and apart in a
[symmetrical fashion. Measurement: number of swings in a 30-second interval.
3) Reading Science. The subject was given an extract from an article
Ion the characteristics of the photosynthesis of plants in different climatic
[regions. He was told to read it for himself at his habitual rate. After 30
|seconds had elapsed from the start signal, the subject was told to stop and he
*mw asked the last word he had read. Measurement: number of words in a 30-

Lsecond interval.
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4) Reading Literature. Same as Reading Science. The paragraph chosen

was taken from a literary work by Italo Calvino. Measurement: number of vords

read in a 30-second interval.

5) Draving Lines. The subject was given a pencil and a blank sheet of
paper of standard size and was asked to draw lines without restrictions as in
length or position on the paper. Measurement: number of lines drawn in a 30-
second interval.

6) Drawing Circles. In this test the subject was requested to draw
circles, and again there vere no restrictions as to size or placement on the

page. Measurement: number of circles drawn in a 30-second interval.

The remaining measures were obtained from problem-solving tasks. TFive
problems constructed according to Rimoldi technique were used, viz., problems
31A, 31B, 35A, 35B and 42. They were administered in the listed order imme-

diately after the tempo battery.

Problems 31 and 35 are verbal problems. In labelling the problems, the
number refers to logical structure, and the accompanying letter refers to the
language in which the problem is presented. Language A is ordinary written

verbal language and language B uses symbols to stand for objects.

Problem 42 is a figure problem consisting of a group of numbered areas;

the task of the subject being to ldentify a preselected area.

In the Rimoldi approach to the study of problem-solving processes, the
concepts of logical structure and language have been used to control the prob-

lems more strictly. By logical structure is meant "the formal properties or
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schema of the problem, expressed in terms of a basic set of logical relation-

ships"”... "Language is understood as a set of words, symbols, objects, etc.,
used to express a logical structure (schema), provided there is a rule of
correspondence between the components of the loglcal structure and the lan-
guage used. Thus, the same logical structure can be presented in different
languages (isomorphic problems), and the same language can be used to express
different logical structures.” (Rimoldi and Erdmann, 1967). Furthermore,
Rimoldi has postulated that the difficulty of a problem is defined, not in
terms of percentages of passes, but in terms of: a) the complexity of the
logical structure (intrinsic difficulty), and b) the language used (extrinsic

difficulty), Rimoldi, 1967; Rimoldi, 1968.

In all five problems used In this study, the subject is given a card on
which the problem is stated and ten additional cards, each with one question
that the subject may choose to ask. The ansver to each question is written on
the reverse side of the card. Before the problems were administered, a saqple
problem was presented in order to acquaint the subject with the required task,

and to answer any question he might pose. The following written instructions

were given:

You will be given a packet of cards on which are typed a particular
problem situation and a set of questions and answers relevant to the
problem. The question is onc one side of the card, and the same
question with its answer is on the other side. Read over the prob-
lem carefully. HNext proceed by reading over all the questions. At
this time do not turn the cards over. Decide on the first question
you would like to have answered and write its number on the page
provided. Then take the card from the folder, and read the ansver
on the back of the card. After having read the answver, decide on
the next question you would like to have answered. Write down its
number and then teke the card from the folder. Proceed in this way.
When you are satisfied that you have arrived at the answer, stop




draving cards, and write down your answer. Remember: you may | 33

choose as many questions as you need to solve the problem, but
do not choose any more than you need. There is no time limit
for the solution of any of the problems. Work at the rate that
is most comfortable for you.

The measurement used for the problem-solving tasks was time per unit of
performance. With the aid of a stopwatch, time was recorded in seconds, with
precision to 1/10 of a second, whenever the subject asked a question and when
he gave the answer to the problem. Three distinct units of performance or
experimental periods during the problem-solving process were defined for
investigation:

a) Presentation time or first question period, defined as the time
elapsed from the moment the sublect was presented the problem until he asked
the first question.

b) Interquestion period, defined as the time between asking any two
successive questions, For a given subject in a given problem the number of
interquestion periods was equal to the number of questions asked minus one.

A specific interquestion period was labelled the i-th question time, or ques-
tion i period, where i refers to the higher order questioncsand i=2...n, n being
the number of questions asked. PFor example, the third question time or questiop
3 period 4s the time elapsed between asking the second and the third question.
¢) Answer period, defined as the time from the last question until the

answver of the prohlem was given.

The general label for an observation in any of the periods was time
measure or time score. Thus we could telk about the time score for the first
question (presentation), time score for the second question, etc., and time

score for the answer.
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A mean speed score or rate of work score was determined for each subject
bn each one of the problems, with the purpose of comparing rate of mentaliper-
Fbrmance at various levels of difficulty, and to determine the relationship of
Luch rate to the tempo variables. A mean speed score was defined as the mean
interquestion time, i.e., the time elapsed between asking the first and the
last questions divided by the number of interquestion periods, or, equivalently,

[py the number of questions asked minus one.

Total time was also used as a further time measure, snd was defined for
levery subject in each problem as the time elapsed from the moment he was

[presented the problem until he gave the answer.

The problem-solving data was also analyzed using Rimoldi's technique. As
Ttated above, this technique allows for the evaluation and scoring of the
?roblem~aolving process, which is experimentally characterized by the tactic

pr sequence of questions chosen by the subject. Scoring of the tactic is done
hin terms of its approximation to the logical structure of the problem. "By
npproximating the logical structure, we mean asking first the more general
questions and thereafter questions of increasing specificity. The ideal tactic
fulfills these requirements, that is: meaximm correspondence between the gener-
jrRlity of the question and its position in the tactie, with the minimum number of
questions that exhaust the information necessary to solve the problem. In the
[scoring system used, these 1deal tactics will obtain the maximum score. Scores
Jore lower to the degree that they violate the above conditions,: that is:
reversals in order, irrelevancy and/or redugdancy of the questions asked, lack

lof parsimony, failure to choose meaningful questions, etc." (Rimoldi, 1968)
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In general, a tactic that provides sufficient information for the solu-

tion of a problem is called a good tactic. Among these, the optimum is the
jdesl tactic. Conversely, a tactic that does not provide enough information is
categorized as a bad tactic. The analysis of the tactic followed by each

subject and 1ts categorization as ldeal, good or bad, provided a criterion for

grouping the subjects on any problem in terms of thelr problem-solving ability.

The problems used and their corresponding -Fnglish versions, ideal tactics
and solutions are presented in the Appendix. The logical structures of prob-

lems 31 and 35 are presented in Figures 1 and 2 respectively.

Given that the subjects do not ask necessarily the same number of ques-
tions and that the ideal and & good tactic are not necessarily of the same

length, at least for problem 31, the analysis of the data was rather complex.

The main hypothesis of the study, namely, that the rate at which a
subject asks questions is constant for & given problem, was tested in the
following manner. Means and standard deviations of the time scores on each of
the interquestion periods were calculated, and comparison between successive
periods was made for each problem by performing t tests for correlated means.
Each t test, therefore, included only those subjects who had asked questions

in the two periods being compared.

The secondary hypothesis that for any specific prodblem there will be
differences in the time scores of subjects following the ideal tactic, a good
tactic, and a bad tactic, was tested for each problem separately by uding the

anslysis-of-veriance approach to profile datsa. This technique also provided
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s further test on the main hypothesis of the study, &8 well as a test on the

parallelism of the groups' profiles. Once these analyses were completed,
simultaneous confidence intervals were determined by the Scheffé technique to

test multiple comparisons among the means,

The hypothesis that the time elapsing from the moment the subject is pre-
sented with the problem until he aske the first question (time to understand
the problem) will be related to the difficulty of the problem, was tested
independently from the previous analyses. In this case no distinction was
made between subjecfs regarding the tactics followed and a different model of
analysis of variance was used. The analysis compared the total means of the
time scores for the first question within the same structure, within the same

language, between structures and between languages.

The same model of analysis of variance was also used to compare: 1) mean

speed scores, 2) total times, and 3) answer times through all the problems.

The hypothesis of individusl speed consistency throughout the problems
was difficult to test. The procedure was as follows: 1) For each subject,
central tendency and disperslion of the mean speed scores on the five §§5f1§m§~-
were calculated; 2) the coefficient of variation was computed for each subject;
and 3) the mean of the mean speed scores for each subject was plotted against
the respective coefficient of variation. The plot was studied so as to

determine variations in consistency as related to speed.

The subsequent concern in the ansalysis of the data was the study of rate

of work in the problems as related to the tempo varigbles. Initially a factor
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hnalysis of the six tempo tests was performed using Thurstone's centroid
bethod, in order to corroborate the assumption that we were dealing with three
jistinct factors of tempo. Then, correlations between the tempo tests and the
Tean speed scores in the problems were calculated. It should be noted at this
point that in the original design of this experiment, various tapping tests had
heen included in the battery to represent the smell muscle movement factor
}apeatedly recovered in various studieas. Unfortunately, records of these tests
pere spoiled for 20 out of the 30 subjects due to mechanical difficulties in
Lhe recording apparatus. Given the impossibility of carrying out a new testing,
pnd the fact that no inclusion of a small movement temporal parameter seemed
brucial for the study, the analysis of the relationships above mentioned was

reduced to three well established temporal factors.

Additional relationships were investigated, viz., between problem-solving
?core and mean speed score, first question time {understanding of the problem),
botal time, and answer time respectively for each problem; hetween accuracy of
the solution (final answer) and mean speed score, first question time, and total

%ime respectively for each problem; and finally between accurecy of solution in

pach possible pair of problems.

Finally it seemed worthwhile to investigate the mean speed score of
ubjects following the ideal tactic, a good tactic and a bad tactic. These
bontrasts were studied within each problem, since the subjects did not follow
ponsistently the same type of tactic throughout the problems. For this purpose

. tests were used. Furthermore, the coefficient of variation for each tactic-

oup within a specific problem was determined, in order to compare the groups
n regard to their mean speed variation.




CHAPTER IV

RESULTS

The major hypothesis of this study was that the reate at which a subject
asks questions to solve a given problem is constant for that problem. Table
1 presents the time score means, standard deviations and number of obser-
vations on the operationally defined units, and mean and standard deviation of
total time, for each problem. As it becomes apparent from the 1nsp§ction of
the table, subjects ask different numbers of questions in their attempt to

solve any specific problem.

A preliminary test on the main hypothesis was performed by using t tests
for correlated observations between the means of successive interquestion
times. Obviously, the number of observations compared in each case was equal
to the number of observations in the higher order interquestion periocd. Three
interquestion periods were compared in problem 31A, four in 31B, four in 354,
five in 35B, and nine in problem 42, The results as presented in Table 2
indicate that there are no significant differences in the time score means of
successive interquestion periods and they are seen as supporting the basic

hypothesis of this research.

To further test for possible dirferences between the periods and to test
the hypothesis that there would be significant differences between the time
performance of subjects following varied tactics, factorial designs with re-
peated measurements (Winer, 1962) were utilized for the verbal problems.
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TABLE 1

MEANS, STANDARD DEVIATIONS AND NUMBER OF SUBJECTS FOR TOTAL TIME

AND TIME MEASURES ON THE QUESTION AND ANSWER PERIODS FOR ALL PROBLEMS

Question Periods

Problems ; 1 ‘ 2 3 : 4 5

A M s6k2 | 2558 | 17.88 | 26.22 -
o 23.35 35.85 ? 9.59 | 1.8
X 30 30 | § 20 5

1B M 141.56 5143 A8.h2 56.06 | 50.5
o | T8.1b 341 1 30.10 | bh.65
¥ | 30 27 22 13 % 5

/A M T1.7T 25.92 27.22 34.50 % 88.85
o 37.23 16.02 14.32 14.82 % 91.53
N 30 30 29 5 o

/B M 137.58 55.81 56.66 17.69 136.89
o 62.77 46.50 66.18 68.81 98.04

29 28 27 18 T

2 M 98.39 39.84 WT.77 49.09 55.86
0 35.66 24.bo 30.33 30.12 62.95
F | 30 | 30 . 30 28
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Table 1 (Continued)
MEANS, STANDARD DEVIATIONS AND NUMBER OF SUBJECTS FOR TOTAL TIME
ARD TIME MEASURES ON THE QUESTION AND ANSWER PERIODS FOR ALL PROBLEMS
Question Periods Total
Problems 6 T 8 9 10 Ansver " Time
31 M % - i - =1 - — . 23.719 122.08
o | 2654 16.86
; 3 30
3B M| 22.80 T 17.90 | 2.ho - - é 70.40 | 318.77
o § 14.20 .00 .00 : 107.11 | 1T2.04
N 2 1 1 | 29 20%
35A M 30.90 k1.30 - — - 20.13 | 172.20
o 3.75 .00 27.19 | 110.55
3 1 30 30
358 M 25.45 17.70 23.90 8.ko 5.00 38.89 | 369.T7
o 13.32 .00 .00 .00 .00 34.01 i 221.30
N h 1l 1l 1l 1 29 | 29
h2 M 36.21 hy .50 51.75 3.1k 9.63 124.15 | 509.k2
o 27.31 | L0.2T7 | 33.99 | 27T.Tk k.81 116.57 | 223.78
. 22 20 17 9 T . 30 . 30
#There was a misteke in the recording of the answer time for one subject
in problem 31B: ¢his accounts for the different N's in question 1, and
;g;:rer and total time. The same subject did not attempt solving problem
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TABLE 2
SIGNIFICANCE OF DIFFERENCES BETWEEN TIME SCORE: MEANS
OF SUCCESSIVE INTERQUESTIOT PERIODS IN ALL PROBLEMS
T ;mrqmmd Y ”' T
Periods :
Problem a b Ma Mb MD é OMD ; R fvalﬁg
-”»31A 3 - 2 ; 17.885 29.125 | -11.240 %A 8.579 é 20<?~1.310
¥ - 3 | 26.220 26,540 -0.320 | 5.259 | 5 -0.061
3 - 2 L8118 | k9.1TT -0. 75’9‘* 8,265 | 22 -0.092
318 ¥ - 3 | 56.038 55.546 0.k92 T.716 | 13  0.064
5 - b 50.5k0 49.8k0 0.700 17.588 5. 0.0k0
3 - 2 |27.e17 | 25.665 | 1.572 | 3.856 | 29 . 0.408
354 L, - 3 | 34.500 32.940 1.560 8.1k0 | 5 0.192
5 - & 88.850 27.925 60.925 49,293 b 1.236
“@w"‘m-M“wwhgukMtfﬁw;;M"ﬂusé:gégl‘munisgmh67 | o0.192 | 14.266 | 27| 0.01
35B oo 77.689 69.006 8.683 | 20.kok | 18 | 0.2k
5 -~ b 136.886 53.086 83.800 | 50.%03 T 1.663
6 -~ 5 125.450 75.750 -50.300 | 24.375 | b | 2,064
3 - 2 W7.770 39.843 7.927 5.983 | 30 1.325
5 - 3 !49.090 LT.770 1.320 8.3%2 = 30| 0.158
5 - k4 55864 48.625 7T.239 | 13.580 | 28 | 0.533
6 - 5 | 36.209 b1.6k1 -5.432 | 10.212 | 22 {-0.532
u2 7 - 6 |[bh,500 36.190 8.310 7.131 % 20 § 1.165
8 - 7 51.TLT 48.153 3.594 12.104 | 17 | 0.297
9 - 8 |3u.1kk 46.766 | -12.622 | 10.360 | 9 |-1.218
0 - 9 g 9.628 37.071 | -27.h43 | 11.367 § T i-2.41k

t-values non~significhnt
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Table 3 presents the results of the analysis of variance of the time
score means of two groups of subjects for first question period (1), second
question period (2), and the answer pericd (A) in problem 31A. The groups
compared vwere ideal-tactic group including nine subjects and good-tactic group
with twventy subjects. The mean performance &f the two groups as plotted for
each of the periods is presented in FPigure 3. The number of interquestion
periods considered in this and other problems is a funetion of the length of
the ideal tactic. 8ince in both problems.3Iithe respective ideal tactics
have two questions, only one interquestion period, viz., question 2 period,

was included in the corresponding analyses.

The two non-significant F ratios in Table 3 indicate that the time
measure profiles in problem 31A are parallel (F = 1.609, df = 2, 54) and that
the groups do not differ (F = 1.020, 4f = 1, 27). However, inspection of the
profiles in Figure 3 suggested that application of a more povwerful test might
indicate a difference between the groups. As indicated by Morrison (1967) a
tvo-sample t statistic was computed from the sums of the time scores cn the
three periods. It was found that the grand mean of the ideal-tactic group vas
significantly lower (one-sided t) than the grand mean of the good-tactic group
at the .05 level (t = -1.750, df = 2T7) as shown in Table §. Finally, the
statistical hypothesis of equivalent parameters in the three periods was

rejected at the .00l level of confidence (F = 13.266, df = 2, Sh).

In order to determine which periods differed within and between groups,
: *
Scheffé intervals were calculated. The results are presented in Table 5

indicating: 1) Regardless of groups, the first question differed signif-
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TABLE 3

ANALYSIS OF VARIANCE OF TIME SCORE MEAKS OF “IDFAL" ARD "GOOD" GROUPS

FOR THREE EXPERIMENTAL PERIODS IN PROBLEY 31A

e —— poRp—— BOTI [N ———— SN e -

i v A A AN b 5. e = e 4 et Al ke 4 A - e, e et 0 e kA 4 A R b s e Sl

Sum of Degrees of Mean
Source Squares Freedom Square F
Between Subjects 36167.T4T 28
£ rGroups 1321.708 1 1321,708 ’ 1.020
Subjects within . 34846.039 27 1290.594
Groups
Within Subjects 57299.347 58
Periods (1, 2, A) 1118153.051 2 - 9076.526 13. 26684
Periods x Groups 2201.134 2 1100.567 1.609
Periode x Subjects  369L45,162 54 68h4.170
within Groupq
Total 93467.00h 86

b o, . L e e w S — e RRSpS— [

A p < ,001




S P

5 e i

Mean Score

200 . ‘ v Ideal-tactic group

. ' e Good-tactic group
180

160 F
'1140_ =
120 -
100 F

o |

b0

 Question and Answer Periods
R
"

Figure .. Problem 31Ai Mean:time.SCOre'pfOfilés for three
' experimental periods -- Ideal- and good-tactic groups.

ks




TABLE &4

+~VALUES FOR THE DIFFERENCES BETWEEN

PROFILE LEVELS BASED ON TIME MEASURES

IN THE VERBAL PROBLEMS

W6

Tactiéwgroup

Problem | Ideal Good Bad Dy df | %-value

M 88.400 113.675 - 1L.418 27 ~1.T50%
31A

X 9 20

M - 231.171 301.43 35.840 22 -1.960%
3B

X 1k 10

M | 125.306 20k .450 - 10.868 26 -T.282%%
35A

X 17 11 |

M - 320.043 226.00 L0.TT6 23 2.306" "
35B

N 21 h

* n <.,05 (one-tailed test)
# p < ,05 (bue=tailed test)
#e® 5 < ,001 (pre=tailed test)
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TABLE 5
SIGNIFICANCE OF DIFFERENCES BETWEEN EXPERIMENTAL

PERIODS IN PROBLEM 31A

SR . . e v

Scheffé Intervals

|comparison Overall g Ideal ; Good
1 ve. 2 | 5.622 - 53.937T%#% | 2.788 -~ 79.034*%®  k.192 - 45.343®
1 vs. A 6.466 -~ 56.410%% 19.121 - 80.190'**§ 4,996 — 51.476
o vs. A L20.362 - 23.680 1.650 —- 15.839%  |-33.17h -~ 30.11k
%___ ——— ( - M,_.r ' s - b
§ 1 2 | A
N e e o o 4{ - ] - e s B
Ideal vs. :
Good ~00 -- 16,L00 -00 -- 6.1h0 | ~00 -~ -4, 318%#
*p < .05
#* 5 < ,01
#22 5 < 001
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{cantly from question 2 and the answer beyond the .00l level and the .01 level
yespectively. The question 2 mean and the anaver mean vere not significantly
jifferent. 2) The same pattern of significant differences is observed in the
1deal-tactic group, plus a difference between question 2 and the answer signif-
icant beyond the .05 level. 3) For the good-tactic group, the only significant
|contrast between period means, was between the first and the second questions
ﬂat the .05 level. k) The only signifieant individual comparison between groups
was between the answer period means, beyond the .0l level. Thus the results
seem to indicate that the difference between the groups is mainly due to the
lover ansver period mean in the ideal-tactic group. Therefore the results in
problem 31A are seen to provide support in favor of the hypothesis that there
would be differences between the time scores of subjécts using different

cognitive approaches to the solution of a problem.

The results of the analysis of variance for problem 31B are presented in
Table 6. Regarding their approach to the solution of this problem, the subjectq
vere divided into good-tactic group (n = 14) and bad-tactic group (n = 10). Twe
subjects followed the ideal tactic but they were not included in the analysis:
The small number of cases would hardly make them representative of a group.
However, their profile means are included in Figure 4 to show a general trend
found in all the problems. The results are similar to those obtained in problen
31A: 1) Though the F ratio showed no difference between the groups (F = 1,281,
ar = 1, 22), a directionnl t-test for uncorrelated means indicated that the
good-tactic group mean time was significantly lower beyond the .05 level (t =
-1.960, 4f = 22) as shown in Table k., 2) There is no groups-by-periods inter-

action (F = 1.213, 4f = 2, ki), {.e., the profile means are parallel. 3) The
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TABLE 6

ANALYSBIS OF VARIANCE OF TIME SCORE MEANS OF "GOOD™ AND "BAD" QROUPS
FOR THREE EXPERIMENTAL PERIODS IN PROELEM 31B

.- s

Sum of Degreas of Mean

Source Squares Freedom ' Square ¥
Between Subjects 174k63.453 23
Groups 9598.297 i 0598, 297 1.281
Subjects vithin 164865,196 22 T493.873
Groups :
Within Subjects 308213.7k0 L8
- Periods (1, 2, A) 69863.601 2 34931.6801 6.80he®
Periods x Groups 12k56.752 2 6228.376 1.213
Pericds x Bubjects 225893.387 b 5133.9%1
within Groups
Total 482677.233 (8

"o« .01
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fxperimental periods differed significantly beyond the .0l level (F = 6.80L,

df = 2, b4). As shown in Table 7, multiple comparisons among the period means
lindicated that the contrast responsible for the significant F ratio was that
Letwaen the first and the second questions (p < .0l). 4) Comparisons among the
jperiods within each group indicated that periods 1 and 2 alsc differed signif-
Hcantly in both the good-tactic and the bad-tactic groups. 5) In the good-

Jtactic group alone, period 1 was found to differ from the answer period at the

= ,05 level of significance. Other comparisons within the groups did not
Eeach customary levels of confidence. 6) Given that the hypothesis of equal
roup levels had been relected, a one-sided simultaneocus confidence interval
[ét vas used to determine which individual period means ware significantly

ifferent. As seen in Table T, the confidence interval for the difference in

he answer period means of the groups, is the only interval where zero is not
ncluded. This indicates, as was the case in problem 31A with the ideal-tactic
up, that the answver period mean of the 'good' group is smaller than the
swer mean of the 'bed' group at the 5 percent joint significance level.
Therefore it would appear that the significant one-tailed t tests for over-all
pifference between the groups in doth proﬁlems 31, is largely due.to the

peadiness with wvhich a more parsimonicus approach leads to solving the problem.

Table 8 presents the results of the analysis of variance of the period
jpeans in problem 35A. Since the ideal tactic to solve this problem, as well
pps the ideal tactic of problem 35B has three questions, two interquestion

jperiods were considered in the anslysgs of problem 35, ¥iz., question 2 period

question 3 period. Comparison of these two periods provided a further test

£ the main hypothesis of this study. Two groups were distinguished in problem
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TABLE T

SCHEFFE INTERVALS FOR THE DIFFERENCES BETWEEN

EXPERIMENTAL PERIODS IF PROBLEM 31B

52

——.

Within Subjects and Groups

"% 5 < 001

- Good-tactic Bad-tactic
Comparison All Subjects 5 Group X Group
1 vs. 2 23.374 - 127.709**'§ 0.502 -- 124 , 84o** 22,479 —- 16L4.641%e
1l va. A '—16.3h1 -- 110.491 3 12.39% -~ 110.h4o% ; -138.720 -- 192.700
£
2 va. A -98.562 -- 41.629 | -59.522 -~ 57.022 = -228.56k -~ 95.h2}
Between Groups
Comparison Good-tactic ve. Bad-tactic
1 -00 - 2.005
2 -00 - 28.254
A -00 - -0.758%
®p < .05
» p< 01
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TABLE 8

ANALYSIS OF VARIANCE OF TIME SCORE MEANS OF "IDEAL" AND "GOOD" GROUPS
FOR FOUR EXPERIMENTAL PERIODS IN FROBLEM 35A

Sum of Degrees of Mesan
Source Bquares Freedom Square F
Between Subjects 26639.067 2T
Groups 6122.984 1 6122.984 7.760%%
Subjects within 20516.084 26 789.080
Groups
Fithin Subjects 107096.328 8k
Periods (1, 2, 3, A) 60981.515 3 20327.172 3k, 062048
Periods x Groups T64.513 3 25k . 80k 438
Periods x Subjects 45350.399 78 581.415
within Groups ‘
Total 133735.395 111

“y, < .0
ssx p < ,001
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35A: an ideal-tactic group which included 17 subjects, and a good-tactic group
comprising 11 subjects. One of the two sublects who fecllowed a bad tactic
asked only two questions. Therefore, neither were considered in the analysis,
nor have their profile means been plotted in Figure 5. Figure 5 shows the
profile means for the "ideal" and "good" groups. Table 8 indicates that the
hypothesis of parallel mean profiles in the population is indeed most tenable,
the F ratio being 0.438 with 4f = 3, 78. The remaining F ratios indicate:

1) that the groups differ significantly beyond the .0l level (F = 34.962, df =
3, 78). As seen from Table 9, the Scheffe multi—com@arison method for
repebted measures indicated the first question period as significantly dif-
ferent from the ansver and from the twvo interquestion periods, i.e., questions
2 and 3, beyond the .00l level of significance. A similar analysis performed
within each group of subjects replicated those differences in the ideal-tactic
group plus e difference between the mean of question 3 and the answer period
mean that reached the .05 level of significance. The Scheffé method did not
show any relevant differences among the period means in the good-tactic group.
However, the less conservative approach of Newman-Keuls indicated question 1

as significantly different from questions 2 and 3 and the answer.

As proceeded in the previous analysés, individual differences were also
studied in problem 35A. Having accepted the absence of a tactic~-by~-period
{nteraction based on the time scores, the over-all gross conclusion of unequal
mean vectors was resolved into differences between individual period means
attributable to level or height of the profiles. Consistent with the one-
sided hypothesis tested against the null hypothesis of difference between

groups, directional tests were used to determine the significance of




TABLE 9

SCHEFFf INTERMALS FOR THE DIFFERENCES BETWEEN

EXPERIMENTAL PERIODS IN PROBLEM 35A

!“56

SU

Within Subjects and Groups

Ideal-Tactic

TGood=tactic

Comparison:  All Subjects Group g Group
1 vs. 2§ 15.555 -~ BT.681%%# | 2 05k .. 103,.TO5%%# § -2,T91 -~ 100.736
a :
1 vs. 3] 1h.204 -~ 88.228%%»! 134 - 98 Lgonew § -h.308 -~ 107.508
1 vs. A] 18.672 -- 98.135%#%| 12,732 — 113,.304### 5-16.9hh - 119.490
2 wvs. 3|-13.902 -~ 11.088 -16.378 -~  8.343 '-30.970 -~ 36.224
2 vs. Aj-10.%00 -- 23.971 -3.413 -~ 22.790 1-48.193 - 52.793
3 we. A -T.262 —- 23.648 | 2.k98 -— 24.914*  [-hk.6h2 —- 143.987
Between Groups
Comparison Ideal-tactic V8. Good-tactic
1 I -00 - 6.174
2 % ~00 — ~3,625n88%
é
3 E -00 - -1, TSkew
A ; -00 - ~1.027anun
* p < .05
. 5 < ,025
w5 < ,001
nean p < . 0005
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individual differences. As seen from Table 9, the 'ideal' group means on
questions 2 and 3 and on the answer were significantly lover than the respec-
tive means for the 'good' group. There was nc difference between groups

regerding the average time they took to ask the first question.

Table 10 presents the results of the analysis of variance of the pertdod
jpeans for problem 35B. There was & 'good' and a 'bad' group. Their profile
[neans have been plotted in Pigure 6. Only two subjects followed the idesl
tactic in this problem. They were not included in the analysis of the data,
but their profile means have been plotted in Figure 6. Neilther significant
|eroups-Ly-periods interaction (F = 1.212, df = 3, 69), nor difference between
the groups (F = 1.329, df = 1, 23) were found. This led to the scceptance of
both the parallelism hypothesis and the hypothesis of equal profile levels. The
lone-sided t test for the difference between the total group means did not show
Je significant departure in the predicted direction. Contrary to the expectations
the total mean for the bad-tactic group was lower than the grand mean iy the
'good' group as readily seen by inspection of the profiles in Figure 6. Ad had
been the case in the analyses of both problems 31 and problem 35A, the hy-
pothesis of equal response or period effects was also rejected in problem 35B
(F = 22,583, df = 3, 69) at the .001 level of confidence. The Scheffé approach
was used to set simultaneous confidence inteéervals and test for significance
comparisons among the periods. As shown in Teble 11 the first question period
was significantly different from questions 2 and 3 and from the answer in the
Wmultiple comparison sense beyond the .00l level. Consistent with the finding
of equal tactic effects and no tactic-by-period interaction, contrasts among

the period means within each tactic-group showed the same pattern of




TABLE 10

ANALYSIB OF VARIANCE OF TIME SCORE MEANS OF "GOOD" AND "BAD" GROUPS

FOR POUR EXPERIMENTAL PERIODS IN PROBLEM 35B

58

e i

Bum of Degrees of Haen
Source Squares Freedon Bquare 4
Between Subjects 13593h.852 24
Groups Th29.009 1 Thoo.009 1.320.
Subjects within 128525.843 23 5588.080
Groups
Within Subjects 325031.438 15
Periods (1, 2, 3, A) 156858.T94 3 52286.265 22,533%%%
Periods x Groups 8418.228 3 2306.076¢  l.212
Periods x Subjects 159754 .415 69 2315.261
within Uroups
Total L60986.290 99

“He p < .001
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TABLE 11
SCHEFFE INTERVALS FOR THE DIFFERENCES BETWEEN
EXPERIMENTAL PERIODS IN PROBLEM 35B
A1l Subject | 'Good' G "Bed" Group
ubjects ‘ roup Critical Total
Comparisons ;| Scheffé Interval Scheffé Interval Value Differences
1l wvs. 2 19.593 ~— 154 L1lLwus 3.665 ~~ 182,277nus 171.1 1Th. 7%
1l ve. 3 44,349 ~— 129,273%8% | 38,108 —- 1hh, GgTHns 191.5 200.6.
1 wvs. A 41.614 -- 163.616%#% | 34 85] .. 188,682 138.6 172.7%
2 wvs. 3 -4k 427 -~ kh4.812 -59.541 -~ 56.494 138.6 25.9
2 vs. A [-23.335 -~ 54.557 ~-30.45T7 -~ 68.04T 138.6 2.0
3 vs. A -28.212 --- 59,820 -35.879 -~ 76.518 171.1 27.9

®p< .05
"R 5 < 001
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differences, significant at the .001 level in the 'good' group and at the .05

level in the 'bad' group. In nane of the three sets of comparisons were the
Lemaining contrasts significant. The Scheffé method was used for the comparison*

in the 'good’ group, while the Newman-Keuls method (Winer, 1962) was utilized inr

robing the period differences in the bad-tactic group. The results of these
omparisons, specifically the non-significant difference between the inter-
question periods, i.e., the difference between the average times for asking the

Lecond and the third questions, provide further support to the major research

hypothesis.

As regards problem 42, no distinction was made between the gubjects rel-
ktive to their approach to the solution of the problem. Previous research had
jshown that many subjects are often misled by the questions in this problem. Twoj
jsituations arise: a) some subjects realize the adequate tactic after having
lasked one or two questions, b) some subjects ask most of or all the questions

rithout following any planned tactic. In the second casa a subject may either

ive & wrong answer or find no solution, or reviewing the information provided
y the answers, realize a posteriori which the tactic and the solution are.
Fncidentally, the last situation is responsible for the high mean of the answer
pperiod in this problem, which is not found in the analysis of the verbal prob-
lems with the exception of problem 31B. According to our definition of a good
Factic, namely, all those tactics that provide sufficient infommation to solve
fthe problem, the subjects falling in both the gituations above mentioned would
[pe included in & "good" group. It was felt that such a group would not
represent s unitary cognitive approach to the solution of the problem, and that

the rigid application of a criterion might lead to irrelevant interpretation of

the results. However, the fact that the ideal tactic has four guastions and
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that sublects tend to ask many questions in this problem, made possible the
determination of several interquestion periods, the contrasts among which

provided a further test on the main hypothesis of constant rate.

For problem L2, then, two analyses of variance of the means of the time
scores for the experimental periods were performed: one included all those
subjects who had asked at least five questions, 28 subjects; the other com-
prised 17 subjects who has asked at least eight questions. Therefore, there
were four interquestion periods in the first analysis, and seven in the second
analysis. The results are reported in Tables 12 and 13 respectively, and the
profiles have been plotted in Figure 7. In both analyses the F ratios reached
the .00l level of significance (F = 12.258, df = 5, 135; and F = 11.T4l, df =
8, 128), indicating that there were some contrasts between the period mean

times which would lead to rejecting the null hypothesis.

Two more analysis of variance were performed on the interquestion periods
included in each of the previous enalyses. The results, as seen in Tables 1k
and 15 respectively, showed no differences between interquestion periods in any
case (F = 1.223, df = 3, 81; and F = 0.641, df = 6, 96). These analyses were
performed &0 substitute a single tesat for all poasible contrasts among the
interquestion periods considered in the two previous analyses, The results
provide further support to the original t-tests computed on the difference
between successive interquestion periods only. Again the main research
hypothesis seems to be supported by the results. Application of the Scheffé
method in connection to the analyses shown in Tables 12 and 13, indicated the

following: 1) the time taken to ask the first question and the answer time are
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TABLE 12
ANALYSIS OF VARIANCE OF TIME SCORE MEANS OF 28 SUBJECTS
FOR SIX EXPERIMENTAL PERIODS IN PROBLEM 42
- Sum of Degrees of Mean

Source Squares Freedom Square F
Between Subjects 157534.951 27
Within Subjects 591635.008 o

Periods (1, 2, 3, 184732.823 5 369k6.565 12.25088#

L, 5, A)

Residual 406902.185 135 3014.090

Total T49169.959 167

a8® 5 < 001




TABLE 13

ANALYSIS OF VARIANCE OF TIME SCORE MEANS OF 17 SUBJECTS

FOR NINE EXPERIMENTAL PERIODS IN PROBLEM 42

64

Source

. P

Between Subjects

Within Subjects

Periods (1, 2, 3, 4
5’ 6' T’ 8’ A)

Resldusl

Total

Sum of Degrees of Mean
Squares Freedom Square
93932.083 16
1481658.689 136
203854,309 8 25481.789 11.Thlwwe
277804.380 128 2170.347
575590.772 152

w%® 5 < 001

e o, et e e o e 3t b S e
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TABLE 1b
ANALYSIS OF VARIANCE OF THE MFANS OF FPOUR INTERQUESTION

TIMES BASED ON 28 SUBJECTS WHO ASKED

AT LEAST FIVE QUESTIONS IN PROBLEM L2

Sum of Degrees of Mean

Source Squares Freedon Square k)
Betveen Subjects  75065.680 21
Within Subjects T96Thk.572 §5_
Interquestion
Periods 34s1.804 3 1150.602 1.223

Residual 76222.768 81 941,022
Total 154740, 258 111

F ratio not significant
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TABLE 15

ANALYSIS OF VARIANCE OF THE MEANS OF SEVEN INTERQUESTION

TIMES BASED ON 17 SUBJECTS WHO ASKED AT LEAST

EIGHT QUESTIONS IN PROBLEM L2

Sum of Degrees of Mean

Source Squares Freedom Square F
Between Subjects 40919.072 16
Within Subjects 92942.186 102
Interquestion

Periods 3578.006 6 596.334 .61
Residual 89364.180 96 930.877
Total 133861.258 118

F ratio not significant
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significantly different from the time elapsed between questions beyond the .01

level, but 2) they are not different between themselves.

A summary of the results obtained for the verbal problems is presented in
Table 16 where a plus sign denotes significance and a minue sign denotes non-
significance., All the individual comparisons that reached a customary level of

significance are indicated.

Inspection of Table 16 and Figures 3 through T indicates that there is a
definite difference between the three types of periods defined in this study,
namely, the first question period or "understanding” the problem, the inter-
question periods or "solving" the problem, and the answer period or finding the
solution of the‘problem. In all problems and at all levels of approach, the
time elapsed until the first question was asked stands as significantly aif-
ferent from all interquestion times. The first question time is also different

from the answer period in all problems with the exception of 31B and k2.

It was already suggested that in problem 42, many subjects reslize the
tactic to solve the problem only after reviewing the information provided by
the questions they had slready asked. When this happens, the length of the
ansver period increases considerably and the resulfing mean tends to obscure
the effect of those subjects that follow a more or less straightforward tactic
and get to the solution more readily. This interpretation is supported by the
obgervation of the performances during the teating sessions. In problem 31B
the "bvad" group is responsible for the high total answer mean and the resulting

non-significance of its contrast with the first question mean.
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TABLE 16
SUMMARY OF RESULTS OBTAINED IN
THE VERBAL PROBLEMS

1

Problems Interaction | Tactic Groups . Periods

— e e e einms ,Ti 1‘
Over-all - ! + | +

31A kvrane - et ———— S s e e FORSU
Indivi- All subjects: 1-2, 1-A
dual Com- A Ideal Group: 1-2, 1-A, 2-A
parisons Good Group: 1-2

- 6ver—all ’ - + o +

31B S —— — — - —
Indivi- All Bubjects: 1-2
dual Com~ A Godd Group: 1-2, 1-A
parisons Bad Group: 1-2
“Over-all - + ) +

354 =" Y . —
Indivi- 2, 3, A All Subjects: 1-2, 1-3, 1-A
dual Com- Ideal Group: 1-2, 1-3, 1-A, 3-A
parisons Good Group: 1-2, 1-8, 1-A
Over-all - - +

35B 1naivi- All Subjects: 1-2, 1-3, 1-A
dual Com- - Good CGroup: 1-2, 1-3, 1-A
parisonsi Bad Group: 1-2, 1-3, 1-A

| |
| S I e e e e
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As to their approach to the solution of the problems, the time performance
of all groups was similar within each problem. The parallelism hypothesis was
asccepted in all cases, as the pattern of differences between adjacent periods
was alike in all groups. However, the profile heights were different in the
sense that the group of subjects following a more parsimonious tactic hed a
total mean time score significantly lower. Individual comparisons of the
periods between groups ind{cated that the over-all difference was mainly :due to
the answer period, which was significantly shorter in the more parsimonious
group. These findings substantiate cne of the hypothesis of the study, namely,
that there would be differences betwveen time scores at different levels of

problem solving ability.

Groups within each verbal problem wvere further compared as regards their
mean speed score. As previously stated, a mean speed score was defined for
each subject as the average of the interquestion times. The mean speed score
Ineans, standard deviations and coefficients of variation for the different
groups of subjects in each problem, as well as for the combined groups, are
given in Table 17. The only significant difference was between the 1deal—tact14
and good-tactic groups in problem 35A beyond the ,001 level (GDM v 4,169, t =
4.088). This is totally consistent with the results obtained in the previous
analyses, where problem 35A was the only problem in which the interquestion
periods vere different between the groups. Inspection of Table 1T indicates
that the "ideal” and "good" groups in problem 35A are comparable in terms of
absolute variability (coefficients of variation) of their mean speed scores,

which results in enhancing the difference of central tendency between the

groups .




TABLE 17

MEARB, STAHDARD DEVIATIONS AND COEFFICIERTS OF VARIATION

OF MEAN SPEED SCORES IN BACH PROBLEM

Tactie Groups
Prodblem % Ideal Good Bad Groups Comdined

" g 18.7hk 21.454 16.100 20.k63
31A [+] 7 >583 19-&95 — 16 §559
cv ’82 0057 90-370 - ’80. 923

. § 9 20 1 30
M k& . 000 52,308 51.265 51.268
ne ° 18.000 38.513 19.80L 30.942
cv 40.909 73.628 38.635 60.353

K 2 1% 11 27
¥ 21,421 38,462 33.312 28,462
358 O 9.891 16.101 68T 1h.726
cv k6.173 41,862 2,06k 51.739

.3 o 11 i 2 30
M 26.52% 65.748 64,107 62,684
358 o 5.175 k1.707 31.180 39.761
cv 19.510 63,434 48,638 63.h62

5 2 21 5 28
” - - - 46,501
ha o - - ——— 2,‘ . 800
C‘I - bl —— 53 . 286

- - — 30
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The effect of degree of difficulty on different aspects of the time per-
formance vas studised in the verbal problems regardless of problem sialving
ability, given that subjects do not follow necessarily the same type of tactic
throughout the problems. Since degree of difficulty of the problems has been
assumed to de a funetion of logical structure and mode of presentation (lav-
guage), 2 x 2 factorial designa with repeated measurements {n both factors were
utilised for the study of: 1) the first question pariod, 2) the answver period,
3) total time, and L) mesn speed.

As showvn in Tables 18 through 21, the results of the analyses are similar
for all the tim measures with the only exception of the effect of structure
on the answer period. The results indicate: 1) Rarallel profiles regardless
of time measure, i.¢., there wvas no interaction between structure and language
in any case. 2) lLanguage affected significantly the four time measures: the
snswer period at the .01 level, and first question, total time and mean speed
score beyond the .001 level of significance. 3) Degree of complexity of the
logieal structure produced changes significant at the .05 level in the time
performance as ncasured in the first question perlod, totel time and mean speed

score. L) The answer pericd was not affected by the structure ¢f the problem.

In Figure 8 the mean of the first question period in the four problems was
plotted twice so as to obtain the profile of each effect, structure and 1snguagJ
at both levels of the other. The profiles at the left represent the effect of
loglcal structure at both modes of presentation, language A and B. The proﬁlemr
at the right indicate the effect of language &t logical structure 31 and 35.

Similar profiles have heen plotted in FPigures 9, 10, and 11 for the effect of




ANALYSIS OF VARIANCE OF THE MEANS OF THE FIRST QUESTION

TABLE 18

FOR 29 SUBJECTS IN FOUR VERBAL PROBLEMS

R L s Upa——

73

i o

Sum of Degrees ;f Mean

Source Squares Freedom Square F
Between Subjects 151h4k1.455 28
Within Subjects 228018.878 87
Structures 5699.411 1 5699.411 L.323%
Structures x Subjects 36917.962 28 1318.499
Languages 128291..805 1 128291.805 91.3548%e
Languages x Subjects 39321.368 28 1404.335
Structures x Languages 1307.8L46 1 1307.846 2.222
Structures x Languages 16480.L486 28 588.589

x Subjects
Total 379%60.333 115

*p< .05

'..p(

.001
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TABLE 19
ANALYSIS OF VARIANCE OF THE MEANS OF THE ANSWER
FOR 29 SUBJECTS IR FOUR VERBAL PROBLEMS
Sum of Degrees of Mean
Source Squares Freedonm Square F
Between Subjects 114382.804 28
Within Subjects 341278.632 81
Structures 8688.062 1 8688.062 2.635
Structures x Subjects 92308.145 28 3296.719
Languages 30732.083 1 30732.083 8.352%%
Languages x Subjects 103025.515 28 3679.483
Structures x Languages 5848.980 1 5848.980 1.627
Structures x Languages  100675.847 28 3595.566
x Subjects
Total 455661 .436 115

" p<.0l

W e e math bt s -

[V Sp N  ————
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ANALYSIS OF VARIANCE OF THE TOTAL TIME MEANS

FOR 29 SUBJECTS IN FOUR VERBAL PROBLEMS

. RO — i e i e b - - -

—— . [N A PV R S U . e tran

Sum of Degrees of Mean

Source Squares Freedom Bquare F
Between Subjects 1433642.061 28
Within Subjects 2568216.890 81
Structures 75796.646 1 75796.646 6.397%
Structures x Subjects 3317h2.62} 28 11847.951
Languages 1108700.072 1 1108700.072  51.T778%%#
Languages x Subjects 599550.548 28 21h12,520
Structures x Languages 448 1 448 .000
Structures x Languages  452426.552 28 16158.091

x Subjects
Total 4001858.951 115

* p< .05

#8® 5 < 001




. ANALYSIS OF VARIANCE OF THE MEAN SPEED SCORE MEANS

TABLE 21

FOR 25 SUBJECTS IN FOUR VERBAL PROBLEMS

76

#® < 001

Sum of Degrees of Mean

Source Squares Freedom Bquare F
Between Subjects §£29“-35§, g&
Within Bubjects 78468.270 15
Structures 2898.842 1 2898.8k2 6.h00%
‘Structures x Subjects 10870.793 24 452,950
Lenguages 26h0k . 268 1 26404 . 268 38,3430
Lenguages x Subjects 16527.171 24 688.632
Structures x Languages 62.861 1 62.861 .070
Structures x Languages 21704.335 2k 90k . 3h7

x Subjects
Total 110372.624 99

* p <.05
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both variables upon ansver tiwe, total time and mcan speed respectively.

Inspection of the FPigures makes apparent the results of the statistical
analyses and {ndicates that the significant effects occurred in the expected
direction. The logical frame involving more relationships, structure 3%, and
the mode of presentation using symbols to stand for objects, language B, go
together with an inerease in the mean value of all time messures, although the

differences relative to langusge stand out a8 the most significant.

One exception is readily noticeable, namely, the effect of stiructure on
the length of the snswer perici, The respective F ratio does not reach even
the .10 level of significeance (P = 2,635, 4f = 1, 28) as shown in Table 19.
Inspection of tho profiles in Figure 9 indicates that the means for structure
35 are lower than :hose for siructwre 31, and that such difference is more
pronounced at tho lavel of problems presented in abstract language. 8ince
there was no aignificant structure~-by-language intersction in any case, and
the order of presentation of the problems was 31A, 31B, 42, 35A and 35B, the
ragsults for the answer may possibly be explained in terms of practice effect
ﬂund/ar in ternms of the phase of the cognitive process {dentifiable in the

Jannwnr period.

Iz summary, the results of these analyses, as shown in Tables 18 through
21, ,nd Figures 8 through 11, substantiate the hypothesis of effect of dif-
ficulty on the Tirst question period, i.e., understanding the problem, and
indicate a significant effect of difficulty on total time, mean speed score
Fnd time to answer as well.
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For the discussion of the hypothesis of consistency of rate of work, the
reader is referred to Figure 12. Similar to the approach followed by Rimoldi
(1951), we calculated for each subject the mean, standard deviation and co-~
efficient of variation of his mean speed scores thréughout the problems. Then,
the obbained means were plotted against the reapective coefficients of varia-
tion. The rationale is that in fast subjects, higher speed tends to go to-
gether with a small coefficient of variation, vhile in slow subjects, mean
variation may be high or low. Inspection of Pigure 12 shows that this is also
the case in the present study. Notice that the lower the mean speed score, the
speedier the subject. To determine whether consistency is related to problem
solving ability, a rough selection was made of those subjects who had followed
at least one ideal tactic, one good tactic without irrelevant questions and at
most, one good tactic with up to two irrelevant questions. It was assumed that
these subjects represented a group of good problem solvers. Identification of
the 12 subjects showed that they were not necessarily the most consistent
subjects in the vhiole sample. Although some indication of consistency was found
the findings suggest that consistency does not bear a one to one relationship.

with problem solving ability.

As previously indicated, the study of the relationship between rate of
cognitive work as measured by the mean speed score, i.e., the mean of the
interquestion periods, and the tempo variables was preceded by a factor
analysis of the correlation matrix between the tempo tests. Thurstone's (1947)
centroid method of factoring was used. The orthogonal solution was then

rotated obliquely using hand graphical rotatdons, until the criterion of

simple structure was met. The correlation matrix and the unrotated centroid
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factor soclution are presented in the Appendix as well as the final rotated
oblique solution, the matrix of transformation and the matrix of cosines of
the reference vectors. As expected, the three factors were recovered and once

more the high reliability of tempo measurements became apparent.

Table 27 presents the correlations between the four time measures on each
probiem and the tempo tests. The sign of all the correlations is an artifact
of the scoring procadure: the lower the value of a time score, the higher the
speed of performance. Inspection of the Table indicates thet there are several

significant correlations, some of which are difficult to interpret.

A significant relationship was found between some of the time measures in
the problems and the reading tests. In problem 31A, mean speed score was
related to Reading Literature. In problem 35B the first question was related

to both the reading tests and total time to reading literature only.

The other grou§ of significant correlations was found between the tests
representing large muscle movements and some measures of mental speed in prob-
lems 35A and 42, All the correlations were negative. In the two problems
parallel movement of the arms was related to mean speed score and total time.
In problem L2 alone, symmetrical movement of arms was related to total time and
the first question pericd, i.e., speed in understanding the problem. Fo

explanation is found for these correlations.

There was no significant association between measures of mental speed and

the tests representing the drawing factor in any of the problems.




TABLE 27

CORRELATIONS OF MEAN SPEED SCORE (M8S), FIRST QUESTION (Q.l),

TOTAL TIME (TT) AND ANSWER (A) IN EACH PROBLEM,
WITH TEMPO TESTS (1, 2, 3, 4, 5, 6), PROBLEM SOLVING SCORE, (PSS)

AND CORRECT ANSWER (cA)

85

——

e

P 2 3 L 5 6 PSS CA

Mss | 11 12 -29  -39% 22 22 -2k 00
a1 [T 15 -11 -30 01 oh -02 -17

7 ! 10 1k -18 -27 20 26 e J ket 01

A 25 25 -0k 05 19 23 ~hhyw 03
T uss | 28 38 19 20 27 21 -03 06
ap Q1 -16  -08 -14 -08 10  -03 12 -01

T | 03 13 17 08 17 21 -12 00
A 2 3 % o 2d® B A%

Mg | 6% 23 -1k -0l 20 16 ~52%% -13
358 Q.1 (. 01 03 -01 -08 ~1h 25 -13 17

o 'S B 21 -23 -06 06 24 o (i 09

A 33 23 -31 -06 13 15 ~6Bne -03

M8S 113 21 15 ~22 05 1 15 -o2
35 Q-1 | ok -1k ~38% ~hee .73 oh 05 28

11 05  -30 -37*  -06 12 -19 -06

A 18 07 -21 -1k -35 13 -1k -43*

Mss | 3T - 32 02 ob 1 25 3k 30
42 Q1] 21  -02 -33 ~29 -2h 15 15 -09

TP | 4% Lo 13 01 32 35 -32 35

A | 20 36*  -03 20 29 28 ~38% 32

T I — e e e e

#® < .01 Note: Decimal points have been ommitted.
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Table 27 also presents the point biserial corrglations between time
measures and correct answer. Correct answer is what many authors refer to as
quality of the response or accuracy of solution to the problem. Only one
significant correlation is observed, viz., between answer time and correct
ansver in problem 35B, indicating that correct answers are associated with

high speed in the answer period at least in this problem.

Finally, Table 28 presents the relationship between correct answers in
the different problems as determined by using the phi ccefficient. Problenms

31A and 35A are the only ones significantly related in this respect ( p < .00l).




TABLE 28

CORRELATIONS BETWEEN

CORRECT ANSWER IN DIFFERENT PROBLEMS
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314 31B 35A 35B 42
31A
31B 32
354 conun 34
35B 17 06 33
42 31 17 26 24
a8 5 < ,001
Note: Degzimal points have been omitted,




CHAPTER V

DISCUSSIOR

Since a great part of the findings have been discussed already in the
previous chapter, this section will deal with thé‘overall integration of the

results.

The results of the present study seem to provide evidence in support of
the major hypothesis. It was proposed that there is a constant rate at which
distinct steps occur in the cognitive process of a subject engaged in the

solution of a problem.

Studies bearing on the relationship between spaed and intellectual ability
have used a variety of measures for rate and altitude, Among others, the work
of Bennett (1941) represents a standard approach to the problem. She defined

a speed or rate score on the basis of average amount of time spent on items
done correctly in a speed test of intelligence. Her altitude measure was the
score obtained in the same test when all time limits were removed. The
eltitude score, as is usually the case, wvas based on the items solved

correctly.

The approach followed in this study was independent of correctness of the
finel answer. The measure of ability, problem solving score, wae based on the
dynamic aspect of thinking, the process, rather than on its end product, the

final answer.

In the Rimoldi (1967, 1968) technique used in this study, the notion of
88
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structure is the core. The subject is given e problem that hes & set structure)
upon vhich is superimposed various contents, and the process ia recorded

directly as he tekes each step in his structuring activity.

Accordingly, using Rimoldi's technique for the characterization of probvlem
solving processes, various units of performance were @afined, vhich corres-
ponded to the asking of questions and giving the answer to the ppvoblem. A
distinction should be made, however, between those units or periods as pre-
vicusly defined. It was assumed that the prrocesses involved in the different

periods, although related to one another, were not necessarily the seme,

In the first question period, reading and viewing the problem were implié&;
This involves reading the questions, associating them with the problem, and
sorting them as to the relevant or irrelevant information they might provide,
and decision on which question to ask first. This last step may include,
among efficient problem solvers, decision on the complete tactic to be
followed so as to reach the solution of the problem. The first question period
would seem to be best characterized by the "relation of likeness’... which
"makes possible the extension of conceptual thinking to levels of high com-

plexity" (Rimoldi, 1951).

The following periods, interquestion periods, imply incorporation of the
information supplied by the ansvwer to the previous question, assimilation and
associastion of this to previous information, and decision on which questions to
ask next. Viewing all the interquestion periods as a whole, i.e., as the
question period in the solving process, it would seem that although analysis

and synthesis are involved, the process is mainly analytical. Therefore it may
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be characterized as centered upon discovering relationships and educing cor-

relates in Spearman's sense (1927).

In turn, the answer period seems to be primerily one of grand synthesis of
all the information, involving the ability of "bringing the parts together into
a meaningful solution” and perceiving the "relations necessary for the con-
structfon of a whole.” (Rimoldl, 1951) Related to the synthetic, Rimoldi (1951)
found a factor of plasticity, interpreted as the capacity of bringing together
conflicting Gestalts, and probably related to perscnality. Plasticity is also
resent in the "relation of likeness and its opposite”, though to a lesser

xtent.

If the inference from time to process is valid, the results of the
ﬁnalysee of the period means in the various problems indicate that the pro-

[cesses involved therein are different.

The temporel characterization of the periods, when studied in each of the

roblems, showed that the interquestion:periods did not 4differ among them-

elves, either considering the total eample, or subgroups of subjects differing
n their approach to the problem. The findings support the major hypothesis of
his study and suggest that: 4if it is at the level of processes that are mainly
poalytical that constancy is found, any appreciation of "cognitive tempo”

ﬁhould be based on the analytical phase of cognitive activity.

Other hypothesis of the study was posgited basically to estimate the effect
bf problem solving ability on the time scores of the experimental periocds. On

Lhe basis of research findings reported in the litersture, it was expected that
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subjects using & more parsimonious approach would be faster. According to the
tactic followed in a specific problem, the subjects were divided into "ideal"”,
"good", and "bad’ groups for that proulem. The results of the analyses of the
data, as summarized in Table 16, substantisted the hypothesis in the predicted
direction. It was also found that regardless of difficulty of the problems,
the group profiles were similar and could be considered as parallel to each
other. Imspection of Figures 3 through 6 indicates that the profile for the
different groups follow the same general trend in all the problems. However,
the profile for the "ideal” group shovs smaller means than the remaining groups
for the interquestion times and a sudden decrease in time at the answer period.
As regards the first question, the mean for the "ideal” group is higher in
Eroblems 31, but lower in problems 35 than the respective mean for the "good"
Jgroup. This general trend appears consistently throughout the problem=. It

gseems to be pointing to a true difference between time scores at different

levels of problem solving ability. The paucity of number of subjects in the
"{deal” groups for the two problems with abstract language, 31B and 35B, makes
impossible any comparison between "ideal” and "good" groups beyond the concrete

language problems.

Further inspection of Table 16 shows that whenever a comparison was made,
kthe over-all significant difference between the "good" and the "poor" group in

Jeach problem was mainly duve to the difference in the answer period.

Inspection of the correlations in Table 27 may clarify these findings. In

roblems 31A and 354, total time to solve the problem and time to give the

swver are significantly related to the problem-solving score. A similar re-
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lationship is found in problem 35A between mean speed score and problem solving

score.,

When correct answer to the problem is considered, the only significant
correlations relate correct answer to answer time in problem 35B, and correct

ansver between problems 31A and 35A.

All these findings, as shown by the correlations, would indicate the
sensitivity of the answer time to problem-solving ability, at least in problems
presented 1nka concrete language, and in problem 42 where a perceptusl factor
s in play. In this respect a factorial study (Paivé, 1967) has previously
found that problems 31A, 354, and U2 are heavily loaded in a factor charac-

terized as a low difficulty-perceptual factor.

The hypothesis of effect of difficulty of the problem upon the lenghh of
veriod taken to understand the problem, establishing relations of likeness, was
supported by the results. The effect of difficulty of the problem was also
studied in relation to the answer period, total time and mean speed score
throughout the problems. It was found that complexity of the logical structure
of the problem, intrinsic difficulty, affected significantly the length of all
but one of the periods, namely the answer period. Degree of abstractness of
the language in which the problem is presented, extrinsic difficuity, affects
all the variables considered for above expectation: the four F ratio tests
vere significant beyond the .001 level. The lack of any interaction between
language and structure indicates that the differences in time to "understand’
the problem, in rate of work, total time, and therefore in the procesees

therein, and the answer period are due only to parallel or independent effects
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of both components of difficulty.

The findings support the hypothesis 6f the effects of difficulty upon time
to understand the problem and suggest that while the analytical phase of the
process is affected by the complexity of the.iogical relationships and the
language, the phase of synthesis involved in the answer period, is ﬁelectively
affected only by the language used. Since people vary ags to thelir handling of
sets of abstract symbols, ability which is probably related fo "plasticity"”,
their performance in problems of the B type is unequally affected. This may
partially explain the vanishing of correlations found in the concrete-language
problems, when the performance in abstract-language problems is considered. If
the reasoning that the question period ;nd its measure, the nmean speed score,
represent an index of the mental tempo of the subject is correct, then it would
be justifiable to say that mental tempo is affected in a selective way by the

structure of the problem and its language.

If the assumption regarding the type of processes mainly involved in each
experimental period is valid, the results would indicate that the component of
the synthetic process, which is affected by difficulty of the problem, is the
same. that is sensitive to problem solving ability. It is suggested that this
component is the analytical activity involved in "the ability of bringing the
parts together into a meaningful solution" (Rimoldi, 1951). It is present to
Ja lesser extent in the performance of easy tasks and to a greater extent when
Ithe problems become more difficult and complex. As the‘tasks grov harder, the

influence of speed seams to be independent of cognitive ability and the

significant relationship found in the low difficulty problems disappears.
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Concerning the relationship between tempo variables and speed of mental
processes, it would be of interest to perform a factorial study using a greater
variety of problems and tempo teste. The negative correlation between some
measures of speed in the problems and tests representing large muscle movements
are in line with Rimoldi's (1951) findings. This author found a negative
correlation of speed of cognition with two factors, namely, speed of large
muscle movements and speed of small muscle movements, "indicating a split in

speed of performance for motor versus non-motor activities.”




CHAPTER VI

SUMMARY

The purpose of this study was to determine vhether a relationship exists
between tempo and complex cognitive processes involved in problem solving
behavior. Thirty female subjects were divided into groups according to their
performance on the Rimoldi problems. Measures of time vere taken everytime the
subject asked a question and when he gave the answer. The results were

analyzed and indicated the following:

1) The rate at which the subject asks questions is constant for a given
problem, independent of his problem-solving ability and the difficulty of the
problem.

2) The first question period, "understanding” or viewing the problem,
stands as significantly different from the rest of the periods.

3) PFor a given problem, the pattern of time performance is similar in all
groups of subjects.

k) Subjects using a more parsimonious approach are significantly faster
in the answer period.

5) Structure and language of the problem affect significantly the first
question period, rate of work and total time.

6) The ansver period is affected by language only.

7) There is no interaction between structure and language regarding
their effect on the first question period, mean speed, answer period and

total time.

95
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8) Only at a low level of difficulty a relationship was found between
speed and problem-solving ability. The correlation was significant in:
a) problems presented in every day language, regardless of structure,
when speed is measured as a function of totsl time and time to answer; and
b) in the figure problém, regarding time to ansver.
9) There was no significant relationship between any measure of speed
and problem so;ving ability in difficult problems with difficulty defined as
a function of language.
10) There were some significant correlations between time measures in the
problems and tests representing large muscle movements and reading or
perceptual speed.

11) Indication of consistency of speed was found.
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Appendix A

TABLE 22

MATRIX OF CORRELATIONS BETWEEN TEMPO TESTS

S | 2 3 4 5 6
T
2 ; 65
3 06 26
v -09 35 69
5 . 24 33 08 18
6 g 13 23 02 43 39
TABLE 23
CENTROID FACTORIAL MATRIX
: Factor -

Variable | I II III

1 45 57 K1

2 76 25 34

3 50 «65 17

L T0 -55 -17

5 % 47 25 -22

6 | 50 13 - -sh

Fote: Decimal points have been omitted.




Appendix B
TABLE 24

ROTATED FACTORIAL MATRIX
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e e e - s S A s b ot e

Factor
B

Varisble A c
2 g ) 78 2 ~22
2 é 73 | 19 05
3 | oT | 83 18
b | -05 i 22
5 | 17 ol b
6 g 12 02 69
TABLE 25
FINAL TRANSFORMATION MATRIX
A B c
I i& 46 35
I L5 -87 32
111 76 18 -88
TABLE 26
MATRIX OF COSINES OF REFERENCE VECTORS
A B c
A 1.00
~oh 1.00
c -36 -28 1.0

Note: Decimal points have been omitted except in diagonals of Table 26,




Appendix C

Problem 31 A

how many black farm horses there are?

Questions
1. How many horses does John ride?

2. How many white horses does John
have?

3. How many brown horses does John
have?

4. How many white racing horses does
John have?

5. How many black racing horses does
John have?

6. How many brown racing horses does
John have?

7. How many white farm horses does
John have?

8. How many brown farm horses does
John have?

9. How many horses did John sell?

10. How many ponies does John have?

Ideal Sactic:

Solution: -

There sre black farm horses and wvhite farm horses.

2-5
8
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John has 20 horses. There are black rabe horses and white race horses.

I wvant you to figure out

9.

10.

Answers

10




Appendix D
Problema 31 A

José tiene 20 caballos. Hay caballos blancos de carrera y caballos
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negros de carrera. Hay caballos blancos de tiro y caballos negros de tiro.

Cudntos caballos negros de tiro tie ne José?

Preguntas Respuestas
1. Cudntos caballos cabalga José? 1. 10
2. Cuéntos caballos blancos tiene 2. 7
Jogé?
3. Cudntos caballos marrones tiene 3. 0
Jogé€l=
L., Cufntos caballos blancos de carrera 4, 5
tiene José?
5. Cudntos caballos negros de carrera 5. 5
tiene José?
6. Cudntos caballos marrones de 6. 0
carrers tiene José?
T. Cuédntos caballos blancos de tiro T. 2
tiene Jogé?
8. Cudntos casballos marrones de tiro 8. 0
tiene José?
9. Cuéntos caballos vendié José? 9. 0
10. Cudntos caballos percherones tiene 10. 0O

José?




called B; the other kind is called G.

can

out

9.
lo.

Appendix E

Problem 31 B

We have 50 objects called C. There are two kinds of C's.

be an Ror a T. No Bcan be a G, and no R can be a T.

how many of the G objects are also called T?

Questions
Hov many K's are there?

How many R objects are also
called G?

How many T objects are also
called B?

qu many N objects are there?
How much is K times C?

Are there more G than B objects?
How many R objects are there?

Are there more R objects than
T objects?

Are there any objects called M?

How many R objects are also called B¢

Ideal Tactie:
8olution:

7-3
b

Ansvers

15

10

10
550
No

35

Yes

Ko

20
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One kind is
Any B can be an Ror a T, and any G

Will you find




Tenemos 50 objetos llamados C.

Cuéntos objetos G son también T7

Preguntas
1. Cudntas K hay?
2. Cudntos objetos R son También G?
3. Cuéntos objetos T son también B?
4, Cudntos objetos N hay?
5. Cuénto es K multiplicado por C?
6. Hay mds objetos G que objetos B?
7. Cudntos objetos R hay?
8. Hay mds objetos R que objetos T?
9. Hay objetos llamados M?

10. Cuédntos objetos R son también B?

Appendix F

Problema 31 B

se llams B y la otra clase se llama G.
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Hay dos clases de C: una de las clases
Cuslquier B puede ser Ro T ¥y

cualquier G puede ser R o T. Ninguna B puede ser G y ninguna R puede ser T.

Respuestas
11
15
10
10
550
No
35
st
No

20




Appendix G
Problem 35 A

Mark buy?
Questions

1. How many green mardbles d4id the 1.
three of them buy?

2. How many red marbles and green 2.
marbles did Peter buy?

3. Did they use the marbdles right 3.
avay?

L, How many green marbles did Mark 4,
buy?

5. How many red marbles 4id Peter 5.
buy?

6. Did Peter buy more marbles than 6.
Joe?

7. Are the red marbles larger than T.
the green ones?

8. How many blue marbles did Joe and 8.
Peter buy?

9. Did they buy anything else besides 9.
marbles?

10. How many red marbles did the three 10.

of them buy?

Ideal Tactics: 1-10-8 and 10-1-8
Solution: 5

Joe and his two friends Peter and Mark went to the atore to buy some

blue ones. Altogether they bought 45 marbles. How many blue marbles did

Answers

15

10

Yes

No

Xo

10

No

15
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marbles. Each one of them bought some green ones, some red ones, and some
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Appendix H

Problema 35 A

Juan, Pedro y Santiago fueron a comprar bolitas. Cada uno de ellos

compré algunas verdes, otras rojas y otras azules. Los tres Juntos compraron

45 bolitas. Cuédntas bolitas azules compré Santiago?
Preguntas Respuestas
1. Cudntas bolitas verdes compraron los 1. 15
tres Juntos?
2. Cuéntas bolitas rojas y bolitas verdes 2. 10
compré Bedro en total?
3. Cudntas bolitas amarillas comprd Juan? 3. 0
. Cuféntas bolitas verdes compré Santiago? 4. 5
5. Cuéntes bolitas rojas compré Pedro? 5. 5
6. Compré Pedro més bolitas que Juan? 6. No
7. 8Son las bolitas rojas m€s grandes que T. Yo
las verdes?
8. Cuéntas bolitas azules compraron Juan 8. 10
y Pedro?
9. Qué compraron a mds de las bolitas? 9. Nada mds
10. Cuéntas bolitas rojas compraron los 10, 15

tres Juntos?
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Appensix I
Problem 35 B

We have three kinds of T objects. One kind is called M, another kind
is called N, and another kind is celled P, Further, each M, N, or P can
also be called either a Q, an R, or an S. Altogether there are fifty objects.

How many of the N objects are also called 5?

Questions Answers
1. How many Q objects and R objects 1. 1%
are called P?
2. How many M objects and P objects 2. 5
are also called 8%
3. Are there more Q objects than 8 3. Yes
objects?
4. How many R objects are called Q? y, 5
5. How many objects are called Q7 5. 25
6. How many M objects are czlled A? 6. O
T. How many objects are called R? T. 15
8. Are there more P objects than 8. ¥es
R cbjects?
9. Howv many objects are called K? 9. 0
10. How many P objects are also 10. 5
called R?

Tdeal Tactics: 1-10-8 and 10-1-8
Solution: 5




Appendix J

Problema 35 B

Hay tres clases de objetos T. Una de las clases ge llama M, otra clase
se llama N, y otra clase se llama P. Cada M, N, o P puede ser una Q, una R,

o una 8. Hay 50 objetos en total. Cudntos objetos N son también S?

Preguntas Respuestas
1. Cuéntos objetos Q y objetos R son P? 1. 15
2. Cuéntos objetos M y objetos P son 5% 2. 5
3. Hay més obletos Q que objetos 57T , 3. sf
L, Cudntos objetos N son Q? 4y, s
5. Cuéntos objetos son Q? 5. 25
6. Cuéntos objetos M son A? 6. O
T. Cufntos objetos son R? T. 15
8. Hay més objetos P que objetos R? 8. Bt
9. Cuéntos objetos son K? 9. O

10. Cuéntos objetos P son RY 10. 5
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Appendix K
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Appendix L

Problem 42

This figure is composed of 2l areas. The numbers in the areas are merely
for the purpose of identifying a particular area and have no bearing on the

solutions of the problem whatsoever.

One of the areas has been selected. Your task is to discover the se:
lected area. You may discover this area by using any of the questions you

like to arrive at the answver.

Questions Answer
1. Is it above the undbroken curve line? 1. Xo
2. Does it have 2 curved lines or borders? 2. Mo
3. Is it to the right of the vertical curve line? 3. Yes
k., Does it have 2 continuous straight lines and k., Ro
2 broken lines as borders?
5. Does it have 2 broken straight line borders? 5. FNo
6. Does it have any combinations of 2 broken and 6. To
2 curved sides?
T. Is it biélow the dotted wurve line? 7. Bo
8. Does it have 3 continuous straight lines and 8. Fo
1 broken straight line as borders?
9. Does it have a droken curved lipe as a border? 9. No
10. Does it have at least 1 continuous straight 10. Ko

line and 2 continuous curved lines as borders?

Ideal Tectic: 3-1-5-8
Solution: 23




Appendix M

Problema 42

1

La figura estd compueste de 24 freas. Los nimeros en las 4reas sélo se

utilizan para identificar las mismas y no tienen conexién cgn la solucién del

problema. Se ha seleccicnado una de las 4reas.

descubrir cudl es el 4rea selecionada, em pleando las preguntas gque Ud.

para arrivar a la solucién.

9.

10.

Preguntas
Est€ arriba de la linea curva continus?
Tiene de bordes 2 lineas curvas?

Est€d a la derecha de la lfinea curva
vertical?

Tiene de bordes 2 lineas rectas conti-
nuas y 2 l{neas punteadas?

Tiene 2 bordes rectos punteados?

Tiene alguna combinacién de 2 bordes
punteados y 2 bordes curvos?

Esté debajo de la lfnea curva punteada?

Tiene de bordes 3 lfneas rectas conti-
nuas y una l{nea recta punteada?

Tiene un borde curvo punteado?

Tiene al mencs un bdborde recto
continuo y 2 bordes curvos continuos?

Su tarea consiste en

10.

Respuestas
No
Yo

sr
No

Ro

No

No

Ko
No

Yo

Delea:
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