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CHAPTER I

INTRODUCTION

Information transfer along central, efferent and
afferent arcs of the respiratory system are coded in
terms of interspike intervals of single unit spike dis-
charges. At the output stage, respiratory muscles de-
code the neuvronal signals into meaningful outputs of
respiratory rate and depth, the two major determinants
of alveolar ventilation. However, to follow dynamic
changes in information flow in a control systems ap-
prcach, it is necessary to evaluate mathematically the
discharge patterns from various respiratory sub-systems.
Comparison of such patterns can yield important infor-
mation on transfer functions between various respiratory
compenents. The plasticity of these functions during
different ventilation demands can also be evaluated.
This study was designed to examine the discharge
pPatterns of single respiratory neurons in the medulla
Oover wide ranges of rate and depth. The combination of

1
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new mathematical criteria and advanced computer techniques
has revealed high neuronal correlates of respiratory rate
and depth, jdentified as medullary outputs. This has been
achieved by examination of thousands of interspike inter-

vals, their distribution and seguencing.




CHAPTER I1

LITERATURE REVIEW

A. Respiratory Areas of the Medulla

Numerous studies during the last century and a
half have implicated the medulla as the primary control
area responsible for genesis of the respiratory act.
Many technical advances have been made in the study of
this system, but differences in opinion concerning med-
ullary organization still exist today. In general,
opposing views can be grouped into two broad categories
irrespective 6é the experimental technique or animal
used. One theory maintains that respiratory neurons can
be assigned specific anatomical localizations within the
medullary architecture, with a definite segregation of
inspiratcry and expiratory neurons. The alternate theory
maintains that respiratory cells are freely scattered
and intermingled throughout the reticular formation and
are functionally tied together via extensive synaptic
interconnections. It is important to consider the

3




evidence for each of these views,

The discrete localization or center theory was the
first to gain prominence. Lorry in 1760 (111) confirmed
th;:&o;k of Galen (65) by showing that seétion of Ehe
spinal cord at the first cervical segment immediately
arrested respiration in the expiratory position of apnea.
This indirectly demonstrated that the genesis of rhythmic
respiratory movements was rostral to the cord. Legallois
in 1812 (107) supplied the first direct evidence that the
medulla possessed respiratory function by showing that
rhythnic breathing persisted in young rabbits with re-
moval of the cerebellum and part of the upper bulb.
Flourens in 1842 (59) further localized this active lower
bulbar region to a one millimeter area at the apex of the
calamus scriptorius. Destruction of this "vital node"
halted all respiratory movements. Flourens (60) later
relocated the "vital node" 2.5 millimeters on either
side of the midline at the level of the obex. In 1880,
Marckwald and Kronecker (118) attempted to divide the
respiratory center into inspiratory and expiratory por-
tions, and Lumsden in 1923 (112, 113, 114) distinguished
between an expiratory and gasping center in the medulla
of the cat by means of transection procedures.

Active expiratory and inspiratory regions were




mapped with Stereotaxic placement of stimulating elec-
trodes. Pitts, Magoun and Ranson (145) explored the
prainstem of the cat from the hypothalamus to the cervi-
cal cord with a bipolar stimulating electrode and were
able to elicit maintained inspiratory or expiratory re-
sponses from the medulla. Since maximal responses could
not be evoked either above or below the medulla, the
authors claimed that their stimulations were selective
for cell bodies and not fiber tracts. Expiratory re-
sponses were concentrated dorsal, rostral and medial to
inspiratory responses, each occupying approximately 30
cubic millimeters of the reticular formation bilaterally,
although some overlapping was observed. Pitts (140) re-
confirmed functional subdivisions of the respiratory cen-
ter into inspiratory and expiratory portions in a subse-
quent publication. Monnier (124) arrived at similar con-
clusions from his own work.

In the monkev, Beaton and Magoun (23) reported the
existence of two discrete regions which when activated
produced either inspiratory apneusis or expiratory apnea.
The inspiratory activity was located dorsal and medial
to the rostral half of the inferior olive. The expira-
tory activity surrounded the inspiratory field rostrally,

caudally, laterally and dorsally. The authors concluded




that this mapping in the monkey corresponded to that in
the cat as reported by Pitts et al. (145), but this is
questionable. Amoroso, Bell and Rosenberg (6) completed
a similar study in the sheep and found that respiratory
responses were aggregated in the reticular formation of
the medulla from the aroustic tubercles rostrally, to
just behind the obex caudally. The expiratory region
was located dorsal, anterior and lateral to the inspira-
tory region and both had bilateral representation.
Ondina, Yamamoto and Masland (136) prepared stimulation
maps of the rat brainstem. Respiratory regions identi-
fied by sustained inspiratory or éxpiratory apneé were
clearly separated. The inspiratory center was found
bilaterally above the rostral one-third of the infericr
olive and the somewhat more diffuse expiratory center
was located dorsal and caudal to the inspiratory center.

Localization of specific structures in the brain-
stem by the use of stimulating electrodes met with much
criticism since such a large volume of tissue was acti-
vated. This technique was defended by Pitts (140) and
Magcun and Beaton (115). The latter identified active
respiratory sites in the medulla by stimulation, placed
a lesicn at the same locus and then restimulated. Le-

sions which extended no more than 0.7 millimeter from




the electrode tip abolished the respiratory response to
the second stimulation. The authors used this as a mea-
sure of current spread during stimulation procedures.

Comroce (46) attempted to identify respiratory
areas of the brainstem by microinjection of C02~bicar-
ponate solutions into the brain tissue, but met with
serious problems localizing the stimulus to a small area.
Nevertheless, general areas which yielded immediate hy-
perpneic responses corresponded to the inspiratory re-
gion of Pitts (140, 145). No expiratory responses were
seen.

Evidence for separation of.inspiratory and expira-
tory regions in the medulla has also come from extracel-
lular recordings of single respiratory cell discharges.
Nelson (127) found 110 single units in the cat and con-
cluded that the expiratory area was dorsal to the in-
spiratory area. He was careful to record only from cell
bodies which could be distinguished from fiber pathways
by a technique of wave form identification. Haber, Kohn,
Ngai, Holaday and Wang (79), however, suggested a new
lecation for the expiratory center. Recording from single
cells, these werkers found that the inspiratory region in
the cat corresponded to the stimulation maps of Pitts SE

al. (140, 145), but the expiratory region was located




e caudal with no difference in dorsal-ventral distri-

mor

pution of inspiratory and expiratory areas.

Woldring and Dirken (180) explored the brainstem
of the rabbit with extracellular microelectrodes from the
caudal border of the corpora guadrigemina to the exit
jevel of the first spinal roots. They found respiratory
activity only in an area extending from the obex to a
plane 3 millimeters rostral to the obex. In this area,
inspiratory and expiratory cells had a definite anatom-
ical distribution. The inspiratory area was located 2.5
millimeters from the dorsal surface and was associated
with the ventromedial reticular substance at the level
of the vagal rootlets. The expiratory area was located
2.0 millimeters from the dorsal surface and was asso-
ciated with thé dorsolateral reticular formation. The
expiratory area appeared to be connected with the spinal
trigeminal root laterally and ccursed parallel to the
solitary tract medially. Batsel (14) published similar
results from microelectrode recordings in the cat, dog
and monkey. The medulla was explored from 6 millimeters
rostral to 4 millimeters caudal to the obex and two bi-
lateral groups of bulbar respiratory cells were identi-
fied. The larger area was located in and along the

motor nuclei »f the ninth and tenth cranial nerves.




The smaller area was located ventrolateral to the fasci-
culus solitarius, just rostral to the obex. Inspiratory
and expiratory cells could not be separated in the dorsal-
ventral direction, but the latter were found more fre-
quently in the caudal medulla. Batsel (14) suggested that
the recorded electrical activity came from closely packed
cells indicative of specialized respiratory centers.
Merril (122) was able to distinguish between two
major concentrations of respiratory cells in the medulla
by mapping the data from each cat separately. One group
was near the nucleus ambiguus and the other was associated
with the solitary tract. Achard and Bucher (1) Suggested
that the lateral respiratory cells were not reticular
cells, but rather nucleus ambiguus motorneurons. Von
Baumgarten and Kanzow (19) recorded inspiratory potentials
from the reticular formation just ventral to the tractus
solitarius and 1-3 millimeters rostral to the obex.
Nesland, Plum, Nelson and Siedler (129) occasionally
recorded from expiratory and inspiratory cells at the
same location, but reported that cells with expiratory
pPhasings were localized more caudal and dorsal to the
inspiratory cells.
In contrast to the foregoing, other experimental‘

evidence suggests that medullary neurcns are diffusely
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anized and do not exhibit anatomical localization of

org

inspiratory and expiratory areas. Longet in 1847 (110)
showed that respiration was not affected by localized
destruction of the pyramids and restiform bodies. How-
ever, destruction of the reticular formation at the same
level immediately halted respiration. Gad and Marinesco
in 1892 (64) confirmed this observation by cauterizing
certain areas of the medulla. Only when the reticular
substance of the floor of the fourth ventricle was des-
troyed did breathing stop. Arnheim (8) was also of the
opinion that the bulbar neurons responsible for the gen-
eration of respiration were located diffusely in the re-
ticular gray matter.

The stimulation technique has been used to show
diffuse organization. Brookhart (34) stimulated the
brainstem of dogs from 9 millimeters above to 6 milli-
meters below the obex with microelectrodes. With low
voltage stimulations he got variable respiratory rate
changes which were not correlated with any structure.
The results failed to confirm the existence of compact
inspiratory and expiratory centers described by Pitts
et al. (140, 145) in the cat. Brookhart (34) suggested

that the reticular formation was the seat of primary

respiratory cells without detectable anatomical
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differentiation of function. Liljestrand (108) studied
in depth the respiratory movements which could be in-
duced by stimulation of the medulla both electrically
and chemically. He stated that inspiratory and expira-
tory areas were not separated and in his own words added,
"ygntil further evidence of a respiratory centre has ac-
cumulated the term should be strictly defined when used,
or otherwise it should be avoided."

Kim and Carpenter (100) used a different stimula-
tion technique to induce respiratory movements. Venti-
lation changes comparable to electrical activation of
the same area could be produced bf injections of.iso—

tonic solutions of HCO3—, HPO4- or citrate into the
medullary reticular formation of the cat. The apneus-
tic responses observed could be evoked from random
reticular formation sites and the authors concluded
that chemical stimulation of respiratory neurons repre-
sents a functionally non-specific phenomenon.

The extracellular recording technique has also
been used to demonstrate diffuse medullary organization.
Gesell, Bricker and Magee {70) published the first re-
port of single respiratory cell recordings. The medulla,

upper cervical cord, thalamus, hypothalamus, midbrain

and pons of the dog were explored with bipolar needle
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electrodes. Areas yielding rhythmic respiratory dis-
charges were lesioned for histological identification.

In all the regions examined, respiratory potentials were
found most frequently in the reticular gray in the region
of the obex, but no correlation could be made associating
cell type with any one particular brainstem structure,
either nucleus or tract. The organization of inspira-
tory and expiratory regions appeared to be diffuse. The
authors commented that the reticular gray is influenced
by every type of sensory signal, which may explain ac-
tivation of the respiratory system during different
situations., Amorocso, Bainbridge,-Bell, Lawn and
Rosenberg (5) used metal microelectrodes to study single
respiratory cell discharges in the dog, cat and rat.
These electrodes recorded from a brain tissue volume
which was one thousandth of that activated by a small
stimulating electrode. Because of this high specificity,
respiratory potentials were difficult to locate. The
authors wrote, "The scarcity of respiratory potentials

in the reticular formation of the medulla suggests that
generalily this structure does not function as a whole

but only in parts. It ceems to act as a trigger, peri-
odically firing spinal, rhylogenetically older, neuronal

aggregates which are ultimately responsible for the
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ed respiratory movements,"

coordinat

Hukuhara, Nakayama and Okada (91) recorded res-
piratory potentials from the striae acousticae level in
the lateral reticular formation of the dog and cat brain
and suggested that this was the normal respiratory cen-
ter. Although this localization did not agree with that
of Gesell et al.(70), no differentiation of inspiratory
and expiratory areas was possible. Hukuhara et al. (91)
also discussed the coursing of centrifugal respiratory
pathways through the lateral reticular formation of the
medulla. Salmoiraghi and Burns (155) prepared a map of
the brainstem localizing respiratdry discharges in the
cat. While no respiratory cells were found in the pons,
potentials in phase with the respiratory cycle were
localized in the medulla 2-4 millimeters below the dor-
sal surface on either side of the obex. Inspiratory
and expiratory cells could not be anatomically distin-
guished and were sometimes found within 100 microns of
each other. Brodie (31) reported that one electrode
could record activity from both inspiratory and expira-
tory cells at the same time and concluded that these
cell types were intermingled. Harris (81) came to the
same conclusion,

Finally, von Baumgarten and Salmoiraghi (21)
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studied the localization of respiratory neurons in the
goldfish via electrical recording. They found that res-
piratory cells were bilaterally organized in narrow bands
extending rostrally from the mid-vagal lobes. The cells
with opposite phasing patterns corresponding to inspira-
tory and expiratory units were not segregated into dif-
ferent areas. The cells laid close to the segmental
columns of the motor nuclei from the fifth to twelth
cranial nerves,

Conclusions defining strict medullary organization
of the respiratory system are difficult to make. From
the clinical work of Baker, Matzke and Brown (1ll), res=—
piratory failure during bulbar poliomyelitis definitely
involves pathologic alterations in cells of the nucleus
ambiguus although similar structural changes are also
seen among other large and small reticular cells, many
of which must also subserve a respiratory function.
Weighing the evidence presented, it can be suggested that
any concept of medullary organization must simultaneously
explain the following two characteristics. First, in-
spiratory cells are anatomically scattered throughout
the medullary reticular formation apparently without any
logical ordering. Second, inspiratory and expiratory

divisions of the respiratory system each function in a
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highly integrated fashion. Obviously, the respiratory
representation in the medulla poses interesting structure-
function problems.

B. Apneusis

Knowledge concerning the organization of the brain-
stem respiratory system has been extended by many studies
into the phenomenon of apneusis. It is now clear that
medullary structures alone are not responsible for the
coordinated act of respiration. The pons appears to con-
tain two general populations of neurons which influence
medullary respiratory cell discharge to respiratory
motorneurons.,

It is interesting that the definition of apneusis
has slowly changed in the literature. When the concept
was first introduced (116, 117) it was associated with
maximal inspiratory cramps which were maintained until
the preparation died from asphxia. Later, apneusis was
described as an abnormal respiratory pattern character-
ized by periodic escape from sustained inspiratory ef-
forts (26, 87, 112). Workers attributed this pattern
to a specific cyclic function of the respiratory system
which could be maintained for long periods of time.

Other investigators (112) redefined apneusis as cyclic

Submaximal inspiratory holds. This, along with the




observation that apneusis was not a permanent pattern,
prompted the suggestion that apneusis was the result of

non-specific facilitation of medullary respiratory areas
(26, 87)- These differences in length and depth of in-
spiratory holds and duration of apneusis are a reflec-
tion of the various techniques used to induce this un-
usual breathing pattern.

Marckwald in 1887 (116) and 1890 (117) observed
long inspiratory cramps in vagotomized rabbits if the
brainstem was transected just behind the posterior
colliculi. These inspiratory holds continued uninter-
rupted until asphyxial death if the trigeminal nerves
were damaged. Vagotomy in preparations with transec-
tions placed ijust in front of the posterior colliculi
failed to develop the characteristic inspiratory move-
ment., Breathing simply became deeper and slower as seen
after vagotomy in animals with intact brainstems.
Marckwald (116, 117} concluded that the posterior colli-
culi contained a center inhibitory to inspiration. Loewy
in 1888 (109) confirmed this observation.

Lumsden (112, 113, 114), using the transection
technique, made major contributions on pontine organiza-
tion. 1In one paper (112) he showed that vagotomy in

cats with brainstem sectioned immediately behind the

16
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posterior colliculi did not produce the inspiratory cramps
described by Marckwald (116, 117). The inspiratory holds
or apneusis, as Lumsden (112) called them (Greek for a
holding of the breath), occurred only in cats with tran-
sections a few millimeters below the upper border of the
pons when the vagi were cut. This apneusis was converted
into a gasping respiration when another transection was
introduced below the striae acousticae. The conclusions
were obvious. That is, the lower pons contained an ap-
neustic center which drove the gasping center of the
medulla continuously when inhibition from the pneumo-
taxic center in the upper pons and vagi were removed.
In ancther article, Lumsden (113) discussed his concept
of an expiratory center in the medulla in order to explain
active fcrced expirations and summarized his thoughts in
a third publication (114) relating vagal impulses to cen-
tral respiratory organization and rhythmic breathing.

An alternate view of apneusis was presented by
Henderson and Sweet (83) and Hess (85) who suggested
that the phenomenon was a manifestation of decerebrate
rigidity. The authors explained that the apneusis they
saw in mid-pontine cats with cold blocked vagi was due
to tonic activity of medullary centers released from red

nucleus inhibiticn by severing of the rubro-spinal
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tracts. The vagl were believed to inhibit inspiration
via direct inhibition of the general brainstem facilita-
tory mechanism. Hoff and Breckenridge (26, 87) also con-
cluded that apneusis was best regarded as decerebrate
rigidity of the respiratory system. They made the fol-
lowing major observations in the dog and cat. First,
apneusis was not permanent as suggested by Marckwald
(116, 117), but was an oscillating respiratory pattern.
Second, apneusis was not total since alternating inspira-
tion-expiration efforts were often seen superimposed on
apneustic breaths. Third, as preparations deteriorated,
apneusis was replaced by relatively normal respiratory
patterns. Last, apneusis could be abolished by separa-
tion of the medulla from the pons as described by
Lumsden (112). Breckenridge, Hoff and Smith (28) also
showed that intravenously administered myanesin, a drug
which blocks decerebrate rigidity, also converted ap-
neustic breathing into normal respiratory patterns.
Stella (167) refuted the conclusions of Henderson
and Sweet (83), Hess (85) and Hoff and Breckenridge (26,
87) and maintained that apneusis was a specific respira-
tory event., He showed that elimination of the red nucleus

and/or posterior colliculi did not alter normal respira-

tory patterns. Apneusis resulted only when the upper pons
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was removed in vagotomized preparations. This confirmed
the inhibitory function of the upper pons (pneumotaxic
area) first introduced by Lumsden (112). Stella (167)
also demonstrated that apneusis was not dependent on pro-
prioceptive reflexes from the respiratory muscles hy
showing that apneusis persisted in a deafferented brain-
stem preparation. This, of course, differentiated apneu-
sis from decerebrate rigidity, since the latter could be
terminated by dorsal root section.

Wang, Ngai and Frumin (176) reexamined the results
of Breckenridge, Hoff, and Smith (28) who abolished both
decerebrate rigidity and apneusis.with myanesin.v By
using low doses of this drug, Wang et al. (176) were able
to differentially block body rigidity without altering
the apneustic breathing pattern. The authors interpreted
these results as inferring that apneusis and decerebrate
rigidity were two separate phenomena. Ondina, Yamamoto
and Masland (136) qualified these results by suggesting
that if apneusis were a phenomenon of bulbar facilita-
tion, the sources of this facilitation did not lie in
the same cells as those which facilitated the postural
musculature. They demonstrated that in the rat, an
animal which rarely displays decerebrate rigidity, ap-

hNeusis can readily be induced by brainstem transection
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at the mid-pons level and vagotomy without the manifesta-
tion of body rigidity.

Electrophysiological evidence supports the notion
of a pontine apneustic area. Ngai and Wang (135) used the
gtimulation technique in cats with intact brainstems.
They found that stimulation from a level 3 millimeters
pbehind the rostral border of the pons extending caudally
to the trapezoid body interrupted rhythmic respiration
with a maximal inspiratory movement. The active brain-
stem area corresponded to Lumsden's (112) apneustic cen-
ter. Kahn and Wang (96) recorded from single inspira-
tory and expiratory cells in midpontine cats and moni-
tored the phrenic discharge. After vagotomy, inspira-
tory cells and phrenic patterns became continuous as
apneustic breathing was initiated. Expiratory cells dis-
charged only during the brief interruptions of inspira-
tory holds. 1In a central vagal stimulation study, Kerr,
Dunlop, Best and Mullner (99) assigned the apneustic
area to a supramedullary level at the origin of the
eight cranial nerve just lateral to the midline. The
authors suggested that the apneustic area may have some
involvement with the vestibular system.

The removal of pneumotaxic and vagal inhibitions

1s important for the unmasking of apneustic drive,




21
Consequently, apneusis has been used as an endpoint in
Vagotomized preparations to locate pneumotaxic areas in
the upper pons by tissue destruction. Pitts, Magoun and
Ranson (147) made bilateral electrolytic lesions in the
cat bkrainstem with stereotaxic placement of electrodes
and localized the pneumotaxic area to the tegmentum of
the upper few millimeters of the pons. Lesions in the
inferior colliculi and red nuclei did not result in ap-
neusis thereby refuting the work of Marckwald (116, 117)
and Henderson and Sweet (83) respectively. Tang and
Ruch (172) localized the pneumotaxic area in the dorso-
lateral portion of the rostral pons by suction destruc-
tion or electrolysis. Tang (170) later refined the
location to the extreme dorsolateral portion of the an-
terior pontine tegmentum, the isthmus. Ngai and Wang
(134) associated the pneumotaxic region with the dorso-
lateral reticular formation since stimulation in this
area accelerated respiratory rate and destruction led

to apneusis when the vagi were cut. Johnson (93) found
similar results and placed the pneumotaxic area in the
latero-dorsal tegmental nucleus or locus coeruleus.
Baxter and Olszewski (22) also suggested that the cells
of the locus coeruleus nucleus formed a major part of

the pneumotaxic area.
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Using the above localization data for the pneumo-

xic center, St. John, Glasser and King (151) placed

ta

chronic lesions in the dorsolateral pontine regions of
the cat. Rhythmic respiration was observed in all cats
after recovery from anesthesia, but when the vagi were
severed up to thirteen weeks later, cats with pneumotaxic
center lesions immediately developed apneustic patterns.
cats with control lesions a few millimeters anterior or
posterior to the pneumotaxic level did not develop ap-
neusis. The authors concluded that their lesions chron-
ically knocked out pneumotaxic participation in the
genesis of eupnea. St. John, Glasser and King (152)
later showed that vagotomized cats with chronic pneumo-
taxic lesions were capable of normal respiratory rhyth-
micity when awake. This demonstrated that higher regions
of the central nervous system could maintain respiratory
rhythmicity in the absence of pneumotaxic or vagi inhibi-
tions.

From these accumulated data it has been concluded
that the pneumotaxic and apneustic aré?s of the brainstem
are directly involved with respiratory‘mechanisms. Unlike
medullary inspiratory and expiratory areas, the pontine
regions appear to be anatomically discrete.

The length and depth of apneustic breaths depend
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a number of factors besides the removal of pneumo-

on

taxic and vagal afferent inhibition. Additional factors
to be considered are the chemical status of the prepara-
tion, integrity of cerebellar structures and the anes-
thetic drug type and level.

Stella (168) produced apneustic breathing in cats
by transecting at the mid-pontine region and cold-blocking
the vagus nerves. When the CO, content of the inhaled air
was elevated to 8-10%, apneustic breaths became much
deeper and prolonged. These results could be duplicated
by using a rebreathing procedure. Hoff and Breckenridge
(87) found that peripheral chemoreceptor stimulation by
carotid occlusion prolonged or intensified the apneustic
pattern in dogs. Also, vagotomy failed to induce apneu-
sis in miduponéine dogs with carotid denervation., The
authors suggested from these results that apneusis de-
rives from the interplay of peripheral carotid body
and central lower pontine factors.

Ngai (130) determined the O2 consumption, arterial

blood pH, PacCo PaO2 and 02 saturation during apneustic

2!
breathing in cats. Compared with control respiratory

values, apneusis induced a respiratory acidosis with no

change in the PaO2 or 02 consumption (cats breathed oxygen

rich mixtures). Administration of 10% C02 increased the
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depth of each apneustic breath and accelerated the apneus-
tic cycle. The latter finding is in disagreement with
that reported by Stella (168). Since this response per-
sisted after carotid denervation, Ngai (130) concluded
that apneustic cycling was probably due to the elevated
arterial C02 tensions and was independent of the peri-
pheral chemoreceptors.

Katz, Ngai, Nahas and Wang (98) studied the effect
of pH alterations on apneusis. Two agents which elevate
the pH (THAM, an organic buffer, and sodium bicarbonate)
were infused intravenously in mid-pontine vagotomized
cats displaying apneustic respiration. Neither agent
altered the depth of apneusis, but THAM decreased the
apneustic cycling while sodium bicarbonate increased the
cycling. These apparently conflicting results were ex-
plained on the basis of possible differential distribu-
tion of the two agents across cell membranes. The au-
thors suggested that if this were the case, the intra-
cellular pH may be the critical factor for modulation
of apneusis.

The effect of cvanide on apneusis was studied by
Brodie and Berison (32). They showed that cyanide can
convert apneustic breathing into a gasping pattern, a

response which was independent of peripheral chemoreceptor
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denervation. Ngai (130) reported that intracarotid injec-

tion of sodium cyanide can accelerate apneustic cycling
thus demonstrating that cyanide dces exert a peripheral

jnfluence also.

Although it is not commonly recognized, the cere-

pellum appears to have some connections with the brainstem

respiratory system. Henderson and Sweet (83) mentioned
that cerebellectomy could produce apneusis which disap-
peared after a short period. Using mid-pontine cats,
Glasser, Tippett and DaVidian (76) studied respiratory

pattern changes during cerebellar depression induced by

several techniques: occlusion of the cerebellar arteries,

procaine or xylocaine application to the surface or sub-
cortex of the cerebellum, or removal of part or all of
the cerebellum by suction. Irrespective of the method
used, cerebellar depression in mid-pontine cats with in-
tact vagi led to a fall in respiratory rate and an in-
Crease in respiratory depth to the point of apneusis in
many cases. The authors concluded that the cerebellum
exerted a tonic inhibitory influence on the brainstem
respiratory mechanism. The inhibition might have arisen
in the anterior and posterior lobes of the corpus cere-
belli, but brainstem projections were unknown. Another

interesting report from Gesell, Bricker and Magee (70)
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sted that the cerebellum may contribute to the inte-

sugge
gratiOn of the respiratory act. They were able to locate

three single cell potentials in the region of the brachium
conjunctivum (superior cerebellar penduncle) which had res-
piratory discharge patterns. It is possible that these
were efferent fiber tracts from the cerebellum to the pons
or medulla mediating respiratory inhibition.

There is a considerable body of evidence which in-
dicates that high levels of barbiturate can convert normal
respiratory patterns into apneustic ones even when all
brainstem structures and vagi are intact. Harris and
Borison (82) anesthetized cats with 36 mg/Kg penﬁobarbi—
tal and stimulated inspiratory regions of the medulla
during pentobarbital titration until the spontaneous res-
piration was arrested. With progressively higher doses,
the threshold to produce apneusis via medullary stimula-
tion consistently decreased. At an accumulated dose of
45 mg/Kg pentobarbital, the respiratory cycle was length-
ened with a progressive increase in the expiratory phase.
With higher doses approaching the respiratory depression
level of pentobarbital (mean 50 mg/Kg, range 33-70 mg/Kg)
inspiratorv holds of apneusis were observed in preparations

With intact brainstems and vagus nerves. These results

showed that pentobarbital selectively depressed systems
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n were inhibitory to inspiration. The inspiratory ap-

whic

paratus was presumably depressed to some extent since ap-
neustic breaths were of low amplitude.

A similar study was done by Ngai (131) who extended
stimulation sites to the pons during pentobarbital accum-
ulation in the midcollicular, vagotomized cat. At doses
from 24 to 30 mg/Kg the inspiratory movements became ap-
neustic in type except for a greatly reduced depth. At
this same dose level, stimulation of the pneumotaxic re-
gion failed to accelerate respiratory rate as in control
cases, but central vagal stimulation was still effective.
The author concluded that pentobafbital produced apneusis
in the decerebrate vagotomized cat by blocking pneumotaxic
inhibition of the apneustic areas. Comparison of Ngai's
{(131) data with those of Harris and Borison (82) reveals
that the pneumotaxic mechanism is more sensitive to pen-
tobarbital depression than is vagal afferent feedback.

St. John, Glasser and King (151) reported that cats with
chronic pneumotaxic lesions, anesthetized with 35 mg/Kg
pentcbarbital, repeatedly had bouts of apneusis following
small additicnal doses of pentobarbital and bilateral va-
gotomy. A similar prolongation of the inspiratory phase
with thiopental has been published by Brodie (31).

Korczyn, Leibowitz and Bergmann (104) studied the
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effect of pentobarbitone dose level on the respiratory
response evoked by sciatic nerve stimulation. Control re-
sponses ranging from acceleration at low frequency stimu-
lation to deéeieration of breathing at high frequency stim-
ulation could all be blocked by high doses of the barbi-
turate. These data parallel the blockade of vagal inhi-
pition in the experiments of Harris and Borison (82) who
observed apneusis in vagi intact cats with high doses of
pentobarbital.

Robson, Houseley and Solis-Quiroga (148) studied
barbiturate effects on respiration at the single neuron
level. Successive increments of sodium pentobarbital or
sodium thiopental in cats caused either the inspiratory
or expiratory cell discharges to fire continuously. The
inspiratory cell pattern resembled that of apneusis. The
authors explained that the elevated excitatory firing of
expiratory cells was due to barbiturate arrest of mutually
inhibitory pathways between inspiratory and expiratory
neurons.

Finally, Naifeh, Huggins and Hoff (125) studied
respiratory pattern changes in crocodiles during pento-
barbital accumulation. The authors termed this tech-
nique "anesthetic dissection,” but were not able to induce

apneusis as observed in other animal preparations under
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gimilar conditions. These results were explained by Naifeh,
Huggins and Hoff (126) in another publication in which
serial transections were made in the crocodile brainstem.

No evidence was found for an apneustic area in this animal.
This is a good example of species differentiation in brain-
stem organization of the respiratory control system.

C. Medullary Outputs

The primary function of respiration is to maintain
arterial blood oxygen, carbon dioxide and hydrogen ion
concentrations in homeostatic proportions. To do this,
metabolic drives determine the proper alveolar ventila-
tion for the situation at hand by.adjustment of fespira—
tory rate and tidal volume, the two outputs from the
brainstem respiratory complex. Although there are numer-
ous respiration rate - tidal volume combinations which
can generate a specific alveolar ventilation, workers such
as Rohrer (149) and Otis, Fenn and Rahn (137) have sug-
gested that the respiratory frequency is selected so as
to minimize the amount of work expended by the respira-
tory musculature. Alternately, !Mead (120, 121) has pro-
pPosed that breathing is adjusted to minimize the muscle
force instead of the work. In either case, any acute or
chronic change in the mechanical properties of the chest

Or lung should manifest itself by a different optimal
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g frequency. Also, removal of major compliance

preathin
feedback via vagotomy should increase the work of breath-
ing zechman, Salzano and Hall (184) confirmed this by

showing that the regulation of rate and depth of breath-
ing was less efficient when pulmonary afferents were
plocked. Salzano and Hall (157) later reported that

vagal reflexes did not influence the work of breathing
during severe hypoxia or hypocapnia as much as they did
during normal or obstructive breathing.

It is difficult to rank medullary outputs in order’
of primary (active) or secondary (passive) control. Many
experiments have shown that rate and depth components are
highly integrated and only a few have succeeded in sep-
arating the outputs into two component systems. The fol-
lowing discussion will consider system interactions re-
sponsible for the genesis of rate and depth outputs.

The respiratory rate output presents itself as a
two-fcld problem. First, generation of the basis rhyth-
micity must be explained and second, basic mechanisms
which modulate this rhythm need to be examined. Hoff and
Breckenridge (88) have classified breathing into three
nhormal patterns (eupnea, sighing and panting) and three
abnormal patterns {Cheyne-Stokes, Biots and apneusis).

Each pattern is characterized by a specific rate-depth
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combination which derives from medullary, pontine and va-
gal afferent interactions.

A large body of experimental evidence suggests
that respiratory systems of the medulla are spontaneously
rhythmic. One of the first observations came from Lumsden
(112) who showed that medullary cats gasped rhythmically.
stella (167) reported that regular and smooth respiration
was seen in the cat after thorough deafferentation of the
medullary centers and concluded that the pattern was due
to automaticity of the centers involved. Hoff and
Breckenridge (87) showed that a dog can continue to
breath for 5 to 6 hours in an approximately normal fash-
ion after having been deprived of all pontine and vagal
connections. The authors suggested that the rhythm was
maintained via'reciprocal innervation of inspiratory and
expiratory neurons. In another paper, Breckenridge and
Hoff (26) repeated these experiments in the cat. Again,
medullary preparations showed rates and depths similar to
those seen in‘midcollicular preparations before vagotomy.
The authors concluded that medullary centers were auto-
matic and were regulated only secondarily by facilitatory
and inhibitory areas of the brain. Breckenridge and Hoff
(27) later showed that breathing could be maintained re-

flexly when medullary centers were depressed to apnea




following drug administration or anoxia.

Other workers have agreed that the medulla pos-
sesses inherent rhythmicity. Ngai, Frumin and Wang (133)
wrote, "The medullary respiratory centers have an auto-
nomous rhythm when released from the influence of pneu-
motaxic and other pontine centers and afferent vagal im-
pulses.” Tang (170) wrote, "It thus appears that wvagal
and pneumotaxic afferent influx is not the sole determi-
nant of respiratory periodicity for rhythmic breathing
persists after elimination of such influx."

Brcdie and Borison (33) attempted to study the re-
lationship between gasping mechanisms and the generation
of other rhythmic forms of respiration. In decerebrate
cats, gasping could be induced by stimulation of the flcor
of the fourth ventricle a few millimeters rostral to the
obex. Since ablation of Pitts' (145) expiratory region
did not abolish this gasping response, the workers sug-
gested that the gasping rhythm was not due to reciprocal
connections between inspiratory and expiratory neurons.
An alternate interpretation is that all expiratory cells
wWere not destroved.

Ondina, Yamamoto and Masland (136) observed the
medullary rat for a prolonged time and described the

development of respiratory incoordination or ataxia
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g of a dissociation of inspiration-expiration

consistin

sequencing. The authors suggested that this might have
peen due to altered linkage between loosely associated
inspiratory and expiratory systems in the cat medulla.

In a series of stimulation experiments, Borison
(25) described a spasmodic respiratory response which
could be evoked from activation of the dorsolateral re-
gion of the myelencephelon. The response consisted of
a series of strong inspiratory and expiratory movements
every one to four seconds. Borison (25) suggested that
medullary cats without pontine and vagal connections may
rhvthmically breathe or gasp becaﬁse of oscillatdry drives
from this spasmodic center.

Other workers have suggested that gasping is not
a normal respiratory pattern. Hukuhara and Nakayama (90)
showed that eupneic-like gasping did not develop immedi-
ately following isolation of the medulla, but depended on
deterioration of the animal. Barcroft (13) described
gasping as an all or none type of breathing in which in-
spiratory depth appeared to be maximum. Brodie and
Borison (32) showed that gasping rate was not increased

by chemoreceptor activation at low PaO Ngai (130)

9
showed that gasping provided inadequate ventilation for

the cat, resulting in respiratory acidosis. From this
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evidence it is concluded that medullary areas are spon-
taneously rhythmic, but the isolated medulla is incapable
of providing adequate ventilation.

Kahn and Wang (96) emphasized that pontine circuits
must be accounted for in any explanation of the genesis of
eupneic respiration. Coordinated oscillations of pontine
and medullary structures was demonstrated by Adrian and
Buytendijk (4) in isolated goldfish brains. They recorded
gross potential discharges from the vagal lobes which os-
cillated at frequencies close to the gill movement rhythm.
in the intact fish. This paper demonstrated that rhythmi-
city can be present in the absence of afferent input, al-
though the frequency did depend on the O2 and CO2 tensions
in the surrounding fluid.

Mechanical afferent input can be eliminated by
pharmacological blockade of the respiratory musculature.
Von Baumgarten and Salmoiraghi (21) recorded rhythmic
cell discharges from respiratory neurons in goldfish
treated with succinycholine to produce myoneural block.
Gesell, Atkinson and Brown (69) showed that curare-in-
duced motor paralysis in the dog did not block rhythmic
phrenic discharges. Kahn and Wang (94) reported the same

results in gallamine-blocked cats. Joels and Samueloff

(92) found that the recurrent laryngeal nerve still
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exhibited rhythmic bursts of action potentials in the dog
and cat whose respiratory movements had been blocked with
succinlycholine.

While there is general agreement that midcollicu-
lar-decerebrate and vagotomized preparations exhibit
rhythmic respiratory movements, the mechanism for the
genesis of these oscillations is still disputed, mainly
due to differences of opinion on pontine~medullary organ-
jzation. Lumsden (113) attributed rhvthmicity in the
mammal to an interaction between his apneustic and ex-
piratory centers whiqh were both under the centrol of the
higher pneumotaxic center. He suégested that thé gasping
center was overridden by pontine influence when both pons
and medulla were intact.

Pitts, Magoun and Ranson (147) suggested that me-
dullary centers were not inherently rhythmic since their
medullary cats displayed apneusis. Rhythmic breathing
was believed to be due to periodic inhibition of the
tonically active inspiratory areas via pneumotaxic or
vagal afferent feedback. Although rhythmicity could be
explained on the basis that the pneumotaxic system was
either spontaneously rhythmic or reflexly activated via
proprioceptive afferents like the vagal mechanism, the

authors favored the concept that the inspiratory area




36

collaterals up to the pneumotaxic region to activate

sent

inhibitory outflow. The reciprocal interchange between
these two areas could produce rhythmic respiration even
when the vagi were severed.

Wwang, Ngai and Frumin (176) modified the schema of
pitts et al. (147), in whose experiments a portion of the
jower pontine area had been left intact in the prepara-
tion of medullary animals. Wang et al. (176) made a de-
finite distinction between the apneustic region of the
lower pons and the medullary inspiratory area. Rhyth-
micity was believed to result from periodic inhibition
of the apneustic region bv vagal éfferents ang by the
pneumotaxic area which was activated via apneustic center
output. The authors suggested that inspiratory areas of
the medulla, passive by themselves, were driven by ap-
neustic outflow.

The pneumotaxic region may exert some modulatory
control on respiratory rate since both Ngai and Wang
(134) and Johnson (93) have shown that stimulation of
the dorsolateral reticular formation of the pons accel-
erated respiratory rate. Kahn and Wang (95) studied the
role of the pneumotaxic area in the establishment of rhyth-
micity by examining phrenic nerve discharges. Bilateral

vVagotomy had only slight effect on the phrenic discharge
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pattern. Mid-pontine transection, however, greatly modi-

fied the discharge which became semi-continuous, yet still
oscillatory. It was concluded that the pneumotaxic center
provided important information for respiratory manifesta-
tion of eupnea and rate-setting control. Cohen and
cootman (44) suggested that the pneumotaxic region may

pe involved in reverberating mechanisms of respiratory
rhythmicity in the brainstem.

Further evidence of pneumotaxic function has come
from two different laboratories although both substantiate
each other. First, Bertrand and Hugelin (24) delivered
single or double stimuli, given a£ random within the res-
piratory cycle, to the nucleus parabrachialis medialis
of the upper lateral pons. They found that the phrenic
discharge could be synchronized by this pneumotaxic stim-
ulation suggesting direct excitation of a self-reexciting
system acting as a pacemaker. Cohen (43) b;ought the
evidence one step further and was able to differentiate
between two pneumotaxic functions: (1) stimulation of
the dorsolateral pons facilitated phrenic discharge with
earlier burst termination and decreased the expiratory
phase; (2) stimulation of the ventrolateral pons reduced
the phrenic discharge with an even earlier burst termina-

tion and prolonged the expiratory phase. The phase
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switching response was shown to be dependent on stimulus
current, frequency, total number of stimuli, and the
timing of stimulation in relation to the respiratory cycle.
cohen (43) concluded that the pneumotaxic region may func-
tion to smooth transitions from inspiration to expiration
and vice versa.

Tang (171) reported that destruction of the pneumo-
taxic center in cats with intact vagi depressed the depth

response to CO2° The respiration rate increase evoked by

co., was essentially unaffected. Tang (171) suggested that

2
the pneumotaxic mechanism was responsible for depth modu-

lation and could maintain constant rates in absence of
vagal feedback. The pneumotaxic control was believed to
operate through the apneustic system. St. John (150) con-
firmed this observation in conscious cats with either uni-
lateral or bilateral chronic lesions placed in the pneumo-
taxic region. These cats displayed diminished tidal vol-
ume responses to hypercapnia. The tidal volume response
to hypoxia was unaffected, however, and St. John (150)
concluded that other regions of the central nervous sys-
tem had tidal volume regulating capability in the conscious
animal,

For a long time it has been recognized that bila-

teral vagotomy results in slower and deeper breathing.
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s early as 1868, Hering and Breuer (84) and Breuer (29)

A
gemonstrated that inflation and deflation reflexes were

mediated via vagal afferents and concluded that the os-
cillatory nature of breathing was regulated by pulmonary
reflexes. Widdicomb (178, 179) has reviewed a multipli-
city of reflexes which are carried in the vagu nerves,
put one, the inflation reflex, has prime importance in
directly modifying respiratory rate and depth. Conse-
guently, much evidence has been complied on this reflex
concerning receptor site, afferent path, anatomical and
functional central projections and involvement in rate
and depth control.

Receptors mediating the inflation reflex have been
found in the small and large air passages in the lungs.
Whitteridge and Bulbring (177) assigned a bronchial or
bronchiolar location to the receptors 'and Hammouda and
Wilson (80) shcwed reflex inhibition of inspiration by
tracheal distension. Davis, Fowler and Lambert (49)
found that many pulmonary afferents exhibited discharge
patterns which paralleled airway pressures more closely
than lung volume changes and concluded that the receptors
were located in the air passages. An interesting con-
firmation of this came from Aviado and Schmidt (10) who

showed that steam inhalation blocked the inflation reflex
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without any aprarent alveolar damage.

The afferent nervous pathway for the inflation re-
flex has been established as vagal. Hering and Breuer
(84) and Steffensen, Brookhart and Gesell (166) showed
that the inflation reflex could be blocked in the dog,
cat and rabbit by cooling the vagi to 8°C while other
vagal reflexes were left unimpaired. Paintal (138) iden-
tified fibers mediating the inflation reflex as belonging
to the Ac and AB groups. Einthoven (52) in 1908, studied
vagal afferent action currents from the cut peripheral
vagus nerve with the string galvanometer and showed that
discharge frequency increased with inflation of the lungs.
Adrian (2) recqrded from single inflation afferents using
the new fiber splitting technique. Discharges were iden-
tified by lung inflation and receptors were found to be
slowly-adapting to maintained lung inflations. ZKnowlton
and Larrabee (103) confirmed this observation, but also
described a second rapidly-adapting receptor discharge.

Inflation afferents project to the brainstem in
the rostral vagal rootlets and distribute to the vagal
nucleus and solitary tract of the cat as shown by Foley
and DuBois (61). Wyss (182) showed that central vagal
Stimulation responses could be blocked by localized le-

Sions in the tractus solitarius. He concluded that the
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ractus solitarius is probably the locus proper of vagal

t

respiratory reflex centers. Harris (8l) applied single
shocks to the vagi and recorded maximal evoked potentials
jin the medullary tractus solitarius, nucleus solitarius
and nucleus ambiguus. Wyss, Andereggen and Oberholzer
(183) suggested that the afferent fibers synapse in the
solitary nucleus and then travel caudally in the solitary
tract. Culberson and Kimmel (48) found degenerated vagal
afferents which coursed dorsomedially through the medulla,
passed through the spinal trigeminal tract and entered the
tractus solitarius. These connections may interface res-
piratory reflex afferents with inépiratory and/or expira-
tory areas of the medulla.

Other workers believe that vagal afferent fibers
project to the apneustic region in the lower pons. Kerr,
Dunlop, Best and Mullner (99) observed that apneustic
patterns in mid-pontine vagotomized rabbits could easily
be modified by central vagal stimulation. Wang, Ngai and
Frumin (176) found that vagotomy failed to alter gasping
patterns in medullary cats. However, Hoff and Breckenridge
(88) showed that vagotomy could release eupnea by increas-
ing rate and depth, provided vagal inflow was initially
intact in the medullary dog. Finally, Ngai and Wang (135)

shcwed that upper pontine transection or removal of the
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pneumotaxic area had very little effect on activity of
the inflation reflex. From all of this evidence, it is

pelieved that respiratory vagal afferents have an influ-

ence confined to medullary and lower pontine brainstem

structures.

Evidence has accumulated that vagal afferents af-

" fect both the inspiratory and expiratory phases of res-
piration. Wyss (181) was able to produce opposite res-
piratory responses in the monkey by stimulating the cen-
tral vagus at different frequencies. Low frequency stim-
ulations (30-80 Hz) caused slight kbut distinct inspira-
tory effects with rate acceleration. High frequency stim-
ulations (100-400 Hz) caused marked respiratory slowing
with shifts favoring expiratory movements. These results
were ascribed to selective activation of the inflation

and deflation reflexes respectively. 'Pitts, Magoun and
Ranson (146), using constant stimulating frequency of

240 Hz were able to evoke inspiratory or expiratory move-
ments, respectively, by low or high intensity stimulation

of the central vagus of the cat. 1In either case, stim-
ulation of the inspiratory or expiratory center would
override vagal stimulation effects. Pitts et al. (146)
discussed results in terms of reciprocal inhibition be-

tween inspiratory and expiratory systems.
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Gesell and Worzniak (74) made the comment that
either inspiration or expiration may coincide with pul-
monary inflation by a pump. Dirken and Woldring (51)
jnvestigated this further by occlusion of the airways
during either the inspiratory or expiratory phase of
spontaneous respiration in the rabbit. Occlusion during
inspiration led to a gradual decrease in lung volume with
a subsequent decrease in vagal afferent discharge fre-
quency. Occlusion during expiration produced just the
opposite results. Also, inspiratory occlusion tended to
elevate the discharge frequency of expiratory cells, but
had no effect on inspiratory cell‘frequency. Bldckade
of the vagus by anelectrotonus depressed expiratory dis-
charges but enhanced inspiratory discharges. Stimulation
of the central vagus at 9 Hz depressed inspiratory cells
and at 200 Hz inspiratory cells were completelv inhibited.
Expiratory cells tended to go into continuous patterns
during vagal stimulation at both frequencies. Dirken
et al. (51) came to the conclusion that vagal afferents
activate expiratory cells, while they reciprocally ih—
hibit inspirstory cells.

Finally, Gesell, Atkinson and Brown (69) suggested
that the act of respiration may be coordinated by vagal

afferents that shift their drive to the quiescent medullary
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This could explain the smooth transition between

jnspiratory and expiratory phases.

The vagal inflation reflex is of prime importance
for control of rate and depth mechanisms. Gesell,
steffensen and Brookhart (73) concluded that, "The pul-
monary vagi exercise two diametrically opposite func-
tions: curtailment of the central respiratory discharge
which reduces the depth of breathing,‘and acceleration
of the inspiratory act, which allows increased depth of
pbreathing.” Tang (171) found that CO2 administration
failed to induce a rate change if the vagi were severed.
Only changes in depth were observed. In the absence of
pneumotaxic circuits, vagal'afferents maintained a rela-
tively constanF depth during respiratory stimulation.
Von Euler, Herrero and Wexler (55) also reported that the

increase in respiratory rate during CQ, stimulation de-

2
pended on intact vagal mechanisms. The conclusions of
Nesland, Plum, Nelson and Siedler (129) were identical.
Shannon, Zechman and Frazier (162) studied the
first-breath response of inspiratory cells during mechan-
ical loading in cats. In preparations with intact vagi,
elevation of the resistance or elastance led to an in-

Creased depth and decreased rate of respiration, which

Were paralleled by increased frequency and increased
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guration of single cell discharges. Vagotomy abolished
the single cell changes during loading, but depth in-

creases were still present. The authors concluded that
the vagi were the only source of sensory information for
activation of medullary inspiratory neurons during me-
chanical loading. Increase in depth in vagotomized
preparations was believed to be due to modulation at
the spinal cord level involving facilitation of exter-
nal intercostal motor activity by their muscle spindles
during loading. This conclusion was confirmed by
Shannon and Zechman (161).

Finallv, Fallert and Muhlemann (57) studied en-
trainment of respiratory centers during pump inflation
with different tidal volumes and freguencies in the in-
tact rabbit. Elevation of inflation volume increased
the frequency range to which the rabbit would entrain.
Small frequency ranges correlated with small volume in-
flations. The authors concluded that the Hering-Breuer
reflex was important for determination of respiratory

rates and depths.

D. Discharge Patterns

The ability to monitor single cell activity from
the central nervous system has been of great value in

the study of respiratory control. Various testing
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procedures have been introduced whereby primary respira-
tory neurons can be distinguished from other cell types.
Qualitative and quantitative assessment of respiratory
cell discharge patterns have yielded satisfactory neural
correlates of respiratory rate and tidal volume outflows
from medullary structures. Consequently, numerous res-
piratory cell subtypes have been described and new theo-
ries on respiratory rhythmicity have been introduced.
Single respiratory potentials can be recorded from
the medulla by using glass or metal microelectrodes (12,
20, 62, 78, 89). Gesell, Bricker and Magee (70) first
reported that finding extracellular respiratory dis-
charges was slow and tedious work. Von Baumgarten (16)
found only 23 cells with 900 penetrations using 25 micro-
electrodes. Salmoiraghi and von Baumgarten .(154) worked
for a vear and were successful in penetrating only eight
respiratory cells for intracellular recording. Once lo-
cated, extracellular respiratory potentials can be re-
corded for extended periods of time. Brodie (31) reported
that he could usually hold cells for 30-60 minutes. Occa-
sionally, cells were observed for more than seven hours.
Positive identification of primary respiratory
neurons is based on phasing and spiking characteristics

of the discharges and modification of patterns during
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various testing procedures. Although both tonic and pha-
gic cells may function in respiratory systems, the phasic
cells have been classified as primary respiratory cell
candidates since they fire during one phase of respira=-
tion and are quiescent during the alternate phase. Clas-
sically, respiratory neurons are grouped into inspiratory
or expiratory categories. Tonic cells can show a fre-
quency peaking in phase with the respiratory cycle, but
these cells never become gquiescent.

Care must be taken to show that phasic discharges
do not arise from movement artifacts. Various techniques
have been used to eliminate mechanical movement. Von
Baumgarten, Kanzow, Koepchen and Timm (20) covered the
brainstem with a thick layer of stiff agar jelly before
recording respiratory potentials. Batsel (15) reported
that cisternal drainage resulting from compression of the
abdomen and chest was equal to or superior to the use of
agar to arrest movements,., Batsel (14) also found that
cells responding to fluctuations in the blocd pressure,
which has a slow oscillating component in phase with res-
Piration, could not be recorded from for a long time. Ar-
tifacts from this source were eliminated because of their
instability. Cohen (39, 40, 41) used cats with neuromus-

cular blockade to avoid movement potentials. Movements
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due to pump inflations were minimized by using prepara-
tions with a pneumothorax. Finally, von Baumgarten (17)
introduced a floating electrode technique which permitted
recording of respiratory potentials from moving brainstems.

Probably the best way to screen out rhythmic dis-
charges due to movement is by examination of the spike po-
tentials. Dirken and Woldring (51) and Hukuhara, Nakayama
and Okada (91) used constant spike amplitude as their cri-
terion. Any modulation of amplitude in phase with the
respiratory cycle must be due to cell movement in rela-
tion to electrode tip position in the potential fields
around active cells. Also, differences in spike ampli-
tude can be used as a check against recording from more
than one cell at the same time.

The pha;ing of periodic discharges is important in
respiratory cell identification. Amoroso, Bainbridge,
Bell, Lawn and Rosenberg (5) accepted as primary respira-
tory neurcons only those discharges which preceded muscu-
lar electrical activity and which fired throughout the
inspiratory or expiratory phase. Special care must be
taken in identification when rhythmic potentials are
found in the region of the solitary tract or nucleus

Since they may arise from vagal afferents or vagal motor-

Neurons. The former are easily identified by their phase
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spanning patterns as shown by Adrian.(Z), but the latter
are more difficult to distinguish. Eyzaquirre and Taylor
(56) showed that vagal motorneurones had discharge pat-
terns paralleling phrenic bursts. Some had expiratory
phasing patterns. In addition, von Baumgarten and Kanzow
(19) described two respiratory cell types in the region
of the tractus solitarius, neither of which were vagal
afferents or vagal motorneurones. Both had inspiratory
patterns, but lung inflation led to an inhibition of one
and an excitation of the other.

When recording respiratory discharges it is impor-
tant that the potentials arise from cell bodies., It is
possible that ascending afferent and descending efferent
traffic may carry respiratory potentials along fiber
tracts which traverse medullary regions. These, of
course, cannot be considered as primary respiratory po-
tentials. Various techniques have been used to differen-
tiate between cell body and fiber tract recordings. Due
to differences in diameters, Cohen and Wang (45) suggested
that cell bodies have a higher cufrent output than. single
fibers. TFor this reascon, potentials from the former have
larger amplitudes (47) and longer durations (30, 79) than
the latter and are found more frequently. Since the re-

cording volume of steel microelectrodes with tip diameters
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of 10-40 microns is only 5 x 1073 cubic millimeters (5),
fiper potentials are more susceptible to electrode move-
ment than cell body potentials. For example, von
Baumgarten and Salmoiraghi (21) concluded that they were
recording from a cell body if the microelectrode could

pe moved 30-100 microns without losing the potential.
Haber, Kohn, Ngai, Holaday and Wang (79) could not re-
cord respiratory activity from the caudal medulla and
suggested that their microelectrodes were sensitive only
to cell body potentials.

Nelson {127) and Cohen and Wang (45) introduced a
new criterion and claimed that sources of unit activity
could be distinguished on the basis of spike polarity.
Pure negative or positive-negative waves were believed
to arise from cell bodies. These were the most common.
Pure positive or positive-negative-positive triphasic
spikes were believed to arise from axons or fiber tracts.

Cells with respiratory characteristics may not al-
ways function in the respiratory complex and are therefore
probably nct primary respiratory neurons. Scheibel and
Scheibel (158) observed reticular cells for many hours and
reported that some non-respiratoryv cells assumed activity

Characteristics resembling respiratory patterns. The au-

thors concluded that such neurons may function in different
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neural nets at different periods of time. Gesell, Bricker
and Magee (70) found that respiratory discharges may dif-
fer considerably in frequency and may vanish and reappear
under modifying conditions. This indicated that the re-
ticular formation could command recruitment and adjust-
ment of respiratory cell patterns. Cohen (38) described
periodic discharges recorded in the isolated pons which
resembled respiratory discharges in both burst duration
and firing frequency. On close examination, however,
ithese cells were not locked to the respiratory cycle, but
tended to drift in random patterns. This demonstrated
that cells in the reticular formafion could exhibit simi-
lar respiratory patterns without having any known respi-
ratory function.

Elementary descriptions of respiratory cell dis-
charge patterns have most commonly included measurements
of the number of action potentials per burst (spikes per
train), the discharge duration (train length) and the
average discharge frequency. It has been implied that in-
Creases in these parameters for inspiratory cells corre-
late with deeper respiratory movements. Pitts (141) stim-

ulated the inspiratorv region of the medulla with various

intensity and frequency combinations and found increased

firing frequency of single motor units and motor unit
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recruitment from the subliminal fringe of the phrenic pop-
ulation. Adrian and Bronk (3) found a linear relationship

petween interpleural pressure and stimulation frequency of
the phrenic from 20-50 Hz. Integrated total phrenic nerve
activity has subsequently been shown to be proportional to
the tidal volume (39, 50, 58). Eldridge (53) recently dem-
onstrated that integration of the phrenic signals during
the 100 milliseconds coincident with the peak of inspira-
tion is the best neural analog of tidal volume over wide
fanges of tidal volume and respiratory rate.

Nesland, Plum, Nelson and Siedler (129), studying
inspiratory cell patterns, introduced the producf of
spikes per train times respiration rate and showed that
this spike output increased proportionally with elevation
in minute ventilation. For example, co, administration
in intact cats led to increases in depth and rate of res-
piration, increase in mean frequency discharge, and de-
crease in train length. Spikes per train remained con-
stant. Parameter changes due to alteration of respiratory
rate were prevented by vagotomy. In vagotomized cats, CO2
administration induced pure depth changes with correspond-
ing increases in mean frequency discharge and spikes per
train. Train length did not change. It was also shown‘

that hypoxia precduced less consistent responses than CO2
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administration. Hyperoxia depressed all parameters and
some cells were completely inhibited. Nesland et al.

(129) concluded, "It appears that the medullary respira-
tory neuron population regulates the magnitude of venti-
jation primarily by changes in the impulse frequency and
total number of discharges of already active cells rather
than by increasing or decreasing the number of -cells ac-
tively discharging during each breath.”

Nelson (127) recognized the importance of sampling
from many respiratory cells to "resynthesize" characteris-
tics of the whole population. Discharge parameters from
inspiratory and expiratory cells were examined at differ-
ent respiratory rates ana the following conclusions were
made. The tra}n length is directly proportional to the
respiratory cycle time. The spikes per train are propor-
tional to the train length. The spike frequency is pro-
portional to the spikes per train. Dirken and Woldring
(51) confirmed the train length-spikes per train lencgth
relationship for expiratory cells at a constant discharge
frequency. Cohen (41) confirmed the spikes per train-in-
spiratory phase duration relationship for inspirasiory
cells in lung inflation studies. Brodie (31) studied
discharge patterns in inspiratory cells during modifica-

tion of the spontaneous respiratory rate with drugs.
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a respiratory depressant to both rate and am-

Thj_opental ’

plitude, increased the spikes per train and burst duration
put slightly decreased the discharge frequency. Cyanide,
a respiratory stimulant, reversed all the responses.
Brodie (31) concluded that respiration rate and train
length were reciprocally related while respiration rate
and discharge frequency were directly related.

wang and Ngai (175) have stated that respiratory
rate is probably determined by the rate of depolarization
of respiratory neurons. In this case, measurements of
spikes per train, train length and mean discharge frequen-
cies fail to account for dynamic changes that také place
in burst discharges during depolarization of respiratory
cells. To guantitate these dvnamic events, frequency mod-
ulation curves have been constructed where the instantan-
eous spike frequency is plotted as a function of time.
Salmoiraghi and Burns (155) showed that respiratory cells
fired in non-regular patterns, necessitating curve fitting
for single burst discharges.

Gesell, Magee and Bricker (72) reported that inspi-
ratory cells exhibited a slowly augmenting pattern in
which the spike frequency consistently increased as the
train progressed. The frequency discharge rapidly de-

Creased just prior to the off-phase for the cell. This
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frequency pattern correlated with tidal movement of air.
rwo expiratory patterns were described. One was a steady
state discharge in which expiratory cells fired with a
constant frequency throughout the whole train. The other
pattern showed a rapid increase in frequency which slowly
declined before the cells turned off. Similar discharge
patterns were found at all points along the respiratory
arc from the respiratory muscles through the central ner-
vous system and back along sensory nerves. These paral-
ilel patterns suggested serial linking between stations

of the respiratory mechanism. Gesell, Atkinson and Brown
(69) restudied respiratory dischafge patterns invmusclen
blocked dogs. No alteration in inspiratory patterns were
seen, suggesting that the frequency modulation of these
cells was of central origin. Expiratory cell patterns
were all of the steady state type. The authors suggested
that the rapidly augmenting expiratory patterns might have
been due to reflex modification of the basic steady state
pattern. Gesell and Worzniak (74) supported this sugges-
tion by showing that steady state expiratory cell patterns
could be converted into rapidly augmenting patterns during
Spontaneous respiration or into slowly augmenting patterns
during pump inflation.

Dirken and Woldring (51) studied the frequency
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urves of inspiratory cells, expiratory cells and vagal
c

afferents. Decreasing lung volume by tracheal blockade

in mid-inspiration caused inhibition of vagal afferent
frequency discharge and drop in the respiratory rate.
The time course of frequency modulation in inspiratory
cells was unaltered except for the duration of inspira-
tion, which was increased. Vagal blockade by anelectro-
tonus, however, depressed the initial rate of change in
frequency in the same cells. Assuming that rate of fre-
quency change depends on the rate of depolarization in
respiratory cells, a depression in the latter can be as-
sociated with low respiratory ratés after vagotoﬁy.
Hukuhara, Nakayama and Okada (91) described fre-
quency modulation patterns of inspiratory and expiratory
cells in cats and dogs. The basic patterns observed
agreed with those of Gesell et al. (72) and up to four
variations were noted for both cell types. Variations
ranged from slowly and rapidly augmenting discharges to
steady state patterns. The authors attributed variations
in starting time, spike frequency and number of spikes
per train to differences in thresholds throughout both
inspiratory and expiratory populations.

Von Baumgarten, Balthasar and Koepchen (18) and

Salmoiraghi and von Baumgarten (154) studied intracellular
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discharge patterns from inspiratory and expiratory neu-
rons. Burst discharges were initiated by a spontaneous
depolarization of the resting membrane potential which
continued to depolarize slowly until the burst was ter-
minated. Inspiratory cells showed a frequency increase
paralleling the degree of membrane depolarization. The
authors suggested that the high depolarization level at
the end of each spike train reflected a maximum threshold,
above which the cells could not generate additional action
potentials. This self-limiting theorv quickly replaced
the suggestion of Burns (35) that spike discharges termi-
nated because of fatigue. Batsel (15) argued against the
latter view by pointing out that respiratory cells could
be driven at higher than normal rates for long periods
of time without any sign of fatigue. Also, Robson,
Houseley and Solis-Quiroga (148) shaqwed that respiratory
cells could fire continuously after barbiturate adminis-
tration.

Salmoirachi (153) proposed a theory for rhythmi-
city of breathing based on three excitatory mechanisms:
(1) increased firing frequency of inspiratory cells, as

the cycle progressed, depended on self-reexciting mechan-

isms within the inspiratory population; (2) concurrent de-

Creased probability of expiratoryAcell firing was attributed
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£o reciprocal inhibition; (3) increased firing thresholds
of inspiratory neurons explained transition from inspira-
tion to expiration. This cyclic exchange between inspira-
tory and expiratory populations was expected to continue
as long as the three postulated mechanisms were intact.

Although Waldron (174) has reported that distinct
categories of activity patterns could not be distinguished
within the inspiratory group, other investigators have des-
cribed many respiratory cell subtypes. Cells have been
élassified into no less than eight categories based on
phasing pattern differences with the respiratory cycle (14,
15, 40, 41, 42, 45, 128, 169, 173). It is interesting that
cells do not change their phasing during CO2 administration,
lung inflation or other procedures. Most workers, led by
Cohen (43), have assumed that these different respiratory
cell patterns reflected differences- in function. Elabo-
rate theories on the genesis of respiratory rhythm have
subsequently been devised. Batsel (15) concluded that the
bulbar respiratory center may exhibit rhythmicity due to
the differences in onset time of discharges of the various
early inspiratory cells. Temporal overlapping of differ-
ent subgroups was believed to smooth the transition be-
tween respiratory phases.

Nesland and Plum (128) suggested that any hypothesis
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on respiratory oscillation derived from the interrelation-
ships among functionally different subgroups within the
medullary inspiratory and expiratory populations required
three assumptions. First, one active subgroup must acti-
vate another quiescent subgroup. Second, one active sub-
group must inhibit another active subgroup. Third, ac-
tivity must be found within at least one subgroup at any
point in time. Cohen (42) used these criteria and pro-
posed-a model for genesis of respiratory rhythmicity
based on respiratory cell subtype response to C02, lung
inflation and brainstem electrical stimulation. The
schema was constructed around a master oscillatory loop
which paralleled the inspiratory and expiratory neurons
of Salmoiraghi and Burns (36, 155, 156). Three other
loops had direct influence on the master loop. One, con-
sisting of expiratory-inspiratory neurons, initiated in-
spiration. The other two loops inhibited inspiration and
expiration respectively. Inspiratory units activated by
lung inflation might function in the inspiratory inhibi-
tory locp, but oscillation did not depend on vagal inner-

vation,




CHAPTER III

METHODS

A. Ssurgical Preparation

Mongrel cats anesthetized intraperitoneally with
30 mg/Kg sodium pentobarbital (Nembutal, Abbott Labora-
.tories) were used exclusively in this study. The cats
had a mean weight of 2.7 Kg (range 1.6 to 4.9 Kg) and
there was no sex discrimination. Cats were placed on a
Gorman-Rupp Industries, Inc., Model M1l warm water circu-
lated pad which was driven by a Model K-1-3 water heater-
pump. Rectal temperatures, which were monitored with a
Yellow Springs Instrument Company, Inc., Model 46 TUC
Tele-thermometer, were maintained at 37 + 2°C. Surgical
preparations and instrument calibrations were usually
completed within 2 hours. Most cats remained remarkably
stable for more than 8 hours and breathed spontaneously
throughout the duration of the experiment.

Four surgical incisions were made. First, the fem-
Oral triangle was exposed to permit catheterization of the

60
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femoral artery and vein with PEl100 polyethelene tubing.
Ccatheter tips were advanced to the abdominal aorta for
plood pressure recording and inferior vena cava for drug
injections, respectively.

Second, a four or five centimeter midline incision
was made through the ventral cervical neck skin and ster-
nomastoid muscle. Reflection of the sternohyoid muscle
exposed the trachea for intubation with a quarter-inch
polypropylene (Nalgene) Y-tube. The cervical vagosympa-
£hetic nerves were isoclated and loosely ligatured with
umbilical tape. In some experiments loose triple zero
silk ligatures were placed around each cervical carotid
artery for bilateral carotid occlusions or tugs.

Third, after mounting the cat in David Kopf 1530
Stereotaxic Frame Assembly, a small incision was made
through the skin of the left lateral theoracic cage and
the pectoralis minor muscle was separated by blunt dis-
section. A transthoracic needle was inserted through the
serratus ventralis and internal intercostal muscles at the
fourth or fifth rib interspace. This probe was used for
intrapleural pressure recording.

The last surgical procedure involved exposure of
medullary brainstem structures. A dorsal midline incision

was made through the skin of the head extending three to
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four centimeters rostal and caudal to the occipital crest.
The jambdoidal ridge was exposed by separation of the cut
skin interfaces with retractors. A National cautery was
used to separate neck muscles (clavotrapezius, levator
auris lcngus, epicranius occipitalis, auricularis super-
jor, abductor auris longus, abductor auris brevis and
temporalis muscles). Some muscles were removed and other
were retracted until the caudal interparietal and occi-
pital bone surfaces were laid bare. The exposed dura
ﬁater between the occipital bone and the atlas vertebra
was ruptured resulting in a free flow of cerebral spinal
fluid. Portions of the occipital'bone were remo&ed with
Rongeur forceps carefully inserted above but never touch-
ing the dorsal surface of the medulla. Medullary brain-
stem structures from the first cervical nerve to the cere-
bellar border were exposed. The posterior lobes of the
cerebellum were also uncovered for suction removal of the
whole cerebellum if necessary. In most experiments, how-
ever, the entire cerebellum was left intact. Frequent
application of 0.9% saline solution prevented the brain
tissue from drying out. In some cases, the spontaneous
flow of cerebrospinal fluid provided satisfactory irriga-

tion of

the fourth ventricle.
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B pata Acquisition
W
The interconnections of the electronic equipment

used to monitor and store on-line analog data are pre-
sented schematically in Figure 1. A Grass Model 7 Poly-
graph strip chart recorder was used to record four physi-
jological parameters. In the first channel, airflow ve-
jocity was measured with a Fleisch pneumotachograph con-
nected in series with one arm of the trachael Y-cannula.
The opposite arm was blocked with U-screw clamp occlu-
sion of a rubber tube extension. During movement of air
through the pneumotachograph the small pressure gradient
produced across a metal honeycomb-grid was detecfed by

a Grass Model PTSHA differential volumetric pressure
transducer. The device was calibrated and found to be
linear with airflow velocities up to 110 cc/second in
accordance with Poiseuille's Law. This was the upper
limit for airflows in most experimental cases.
Intrapleural pressure was monitored on the second
polygraph channel. A 15 gauge needle beveled at the tip
with sidevorts along its shaft was inserted across the
leteral thoracic wall at the fourth or fifth rib inter-
Space. An elliptical copper plate attached to the needle
shaft at a 45° angle limited the probe's insertion dis-

tance to 2.5 centimeters. Skin flaps were pulled




\,a;
58

TTM“RU

Lﬁnﬂﬁd

fi.‘f.?m“ ,,
A A }i A

i

BP

Qe
AF‘] ”:3.._..;_ ;‘,.,0 l O
e 0 2 o
% COp 4
—— e 0 3 o~
O~

L Pl gotioti syt aames |

H. switching network;

= 3
: PR |
T — -0 ] q o—-«f-:“zz—ao O e e
0] { e wmer ST ﬁ]\? ‘i
[~ r*rhwf'mmivm
e i‘—O 0 Qo= &
i 2 f
E; E P%émmmzﬁﬁx:
I
; ? :
,mm:mma. S @ ii
| ;
jIHIHI b i
i : 5
E §. - s O"‘! T
1 @)#>”E e . —_— e
| o o
Mstcahrtons LTRSS
Figure 1. Instrumental schematic: A. polygraph; B. micro-
electrodes; C. preamplifier; D. 60 Hz filter; E.
oscilloscope; F. audiocampiifier; G. tape recorder;

I. current amplifier.




65

together over this plate to seal any air leaks and main-
tain the needle in an approximate parallel apposition
with the lung. Air pressure fluctuations were recorded
with a Statham P23Dc pressure transducer which was ini-
tially calibrated with a water manometer.

The third polygraph channel monitored the end ex-
piratory 2 COZ' A short length of tygon tubing was
attached to the exit port of the pneumotachograph to sup-
port a PE260 CO2 sampling catheter in the center of the
airflow profile. A Beckman microcatheter sample pump
continuously drew a small fraction of the expired air
through the detector head of a Beckman LB-1 Medical Gas
Analyzer. Using an infréred absorption technigue, a volt-
age signal related to the % C02 of the sample was obtained.
This curvilinear signal was processed with a Beckman
linearizer before going to the polygraph. At the bsgin-

ning of each experiment the CO., channel was calibrated

2

with a C02 reference gas (Matheson Gas Products). The
linearizer was periodically adjuéted for linearity.
Finally, the blood pressure was recorded on the
fourth polygraph channel. A Statham PE23Gh pressure
transducer attached to an intra-aortic PE100 catheter

filled with 0.9% non-heprinized saline was used for this

measurement., The catheter was kept clot-free by frequent
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£1ushings with saline. The blood pressure transducer was
ipitially calibrated with a mercury manometer.

The last physiologic parameter examined in this
study was the extracellular electrical activity of single
respiratory neurons in the medulla. As shown in Figure 1,
potentials were recorded with microelectrodes, AC ampli-
fied (2 channel capacity) and filtered. In early experi-
ments, glass micropipettes filled with 3 molar sodium
chleride sclution were used. With the exception of one
éell, however, all single cell potentials analyzed in
this study were recorded with Green's (78) metal micro-
electrodes. Steel insect pins were etched to fine tip
diameters in 12 molar hydrochloric acid using a 6.3 volt
A.C. source. The electrodes were insulated with clear
Insl-¥ E33 solution and baked in an oven overnight. Tip
dimensions were measured with a Carl Zeiss microscope
(X10) and Vickers A.E.I. image splitting eyepiece (X10)
and ranged from 1-5 microns. Corresponding electrical
impedances, checked on a General Radio Company Type 1650-A
impedance bridge, ranged from 80-5 megohms respectively.

Micrcelectrodes were mounted on @ Kopf 1460 elec-~
trode carrier fitted with a Kopf 1206 reduction drive and
Were slowly advanced through medullary brain tissue in

10 micron steps. No attempt was made to cut away the pia
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mater - Single cell potentials picked up by the microelec-

trodes were in the 200-800 microvolt range. These poten-
tials were amplified about 2000 times with a Grass DP9B
dual channel AC preamplifier (single-ended input, cathode
follower mcde). The signal-to-noise ratio was maximized
py keeping input leads short, use of shielding, establish-
ment of common grounds between the amplifier and cat, and
signal filtering. The low and high half amplitude fre-
quency filters on the amplifier were set at 0.1 and 40 K
ﬁz respectively. A 60 Hz notch filter, shown in Figure 2A,
was constructed to eliminate line noise. The frequency re-
sponse curve of this filter, which is plotted on a log
scale in Figure 2B, shows maximum attenuation at 60 Hz.
Experimental tests demonstrated that peak-to-peak vcltages
of single respiratory spike potentials were not attenuated
by filtering. Filtered waveforms were more biphasic than
nonfiltered signals and the former displayed a small lead-
ing phase shift (less than 0.2 millisecond). Neither of
these changes affected the validity of data collection or
spike train analysis used in this study.

Amplified and filtered single cell discharges were
Monitored on-line. Potentials were displayed on a Tetronix
type 502A dual-beam oscilloscope and were audio-amplified

On a Grass AM7 audio-monitor as shown in Figure 1. Both
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of these instruments played important roles in the posi-
tive ijdentification of single respiratory cell discharges.
whenever a single respiratory cell potential of
good amplitude was found, on line data from both this cell
and from the polygraph were stored on a seven channel
philips ANA-LOG 7 tape recorder as shown in Figure 1. The
tape recorder was operated at 3-3/4 inches per second in
the FM mode. During a recording procedure, single cell
data were immediately played back to the oscilloscope and
éudio—monitor to determine the quality of the recorded
signal. A switching network permitted various combina-
tions of data review when recordings from two different
cells were obtained at the same time.

Finally, a current amplifier was constructed which
sensed current flow in the "reccrd light" logic circuit
of the tave recorder. Whenever the recorder was storing
analog data, this device closed a relay which caused a
downward identification mark to be placed on the polygraph
strip chart. An upward deflection on the polygraph event
marker channel was activated by a remote foot switch to
identify experimental manipulations. Other features in-
cluding voice description on the tape (channel 8) and
digital tape counter were also useful in locating single

Cell discharges during data analysis.
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Experimental Manipulations

After a cat was surgically prepared and all poly-

ph channels were calibrated, a microelectrode search

gra

for respiratory potentials was started. Strict stereo-
taxic coordinates were not used, but by following the map
of Salmoiraghi and Burns (155) with the ohbex as a reference
point, respiratory cells could be found. Care was taken in
the identification of cells as primary respiratory neurons.
Many types of potential discharges were found in the medul-
ia, but only those showing an on-off firing pattern in
phase with the respiratory cycle (airflow, intrapleural
pressure and % CO2 oscillations) were considered as pri-
mary respiratory cell candidates. Some of these poten-
tials were rejected for various reasons. Potentials

whose amplitude fluctuated as a function of the respira-
tory cycle were eliminated because of the possibility

that they were generated by movement artifacts. Potentials
with uniform spike height showing highly irregular or high
frequency discharges (instantaneous frequencies over 200 Hz)
were rejected since more than one cell was probably present.
Finally, potentials showing phase-spanning patterns were
rejected since they may have been vagal afferent in origin.
Only those potentials of constant amplitude exhibiting

Pure inspiratory or pure expiratory phasings were recorded
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as primary respiratory neurons. These potentials were be-
1ieved to be derived from cell bodies since no respiratory
discharges could be found from the lower medulla to the
upper cord where respiratory efferents are known to pass.
When a respiratory cell was found and positively
jdentified, a control record was stored on magnetic tape.
various manipulations of the respiratory system were then
performed to induce alterations in the discharge pattern.
In general, procedures were used which evoked changes in
?espiratory rate and depth. Single cell data were ob-
tained in both vagi-intact and vagotomized preparations.
Increases in respiratory réte were induced by in-
travenous injection of doxapram hydrochloride (Dopram,
A.H. Robins Company). Respiratory rate was readily de-
pressed by sodium pentobarbital or sodium pentothal
(Pentothal, Abbott Laboratories). 1In a few cases, high
respiratory rates arose spontaneously during exposure
of the medulla. This acceleration was probably due to
warming of brainstem structures. Other procedures, in-
cluding C02 administration, anterior hypothalamic heating
and intravenous injections of morphine sulfate (U.S.P.])
Were tried in several cats, but associated rate changes,

1f any, were not consistent.

Respiration depth was increased by increasing airflow
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resistance. For this procedure, the cross-sectional area
of the pneumotachograph exit port was decreased by known
fractions with calibrated resistance plugs. It was very
difficult to retain single unit recordings during induced
depth changes. Either the cell would ke lost because of
movement problems or other cells would be recruited, thus
masking the original discharge. For this reason, data ob-
tained with airflow resistance plugs will not be presented.
Finally, other studies were designed to examine the
correlation between apneustic breaths and barbiturate
level in the spontaneously breathing cat. This phenomenon
was studied at the single cell level and apneustic thres-
holds were evaluated by cerebellectomy and bilateral ca-
rotid occlusion. Data obtained from this work was impor-
tant for the interpretation of single cell discharge pat-

tern changes during barbiturate titration.




CHAPTER IV

DATA ANALYSIS

A, PDP-12 Overview

The general objective of this study was to inves-
tigate interspike interval distribution and sequencing of
single respiratcry cell discharges at various steady staté
breathing freguencies and depths. A Digital Equipment
Corporation PDP-12 (Programmed Data Processor-12) general
purpose laboratory computer was programmed 10 process off-
line analocg tape data of single cell activity. For each
steady state observation, thousands of interspike inter-
vals were examined and manipulated to construct histogram
and interspike interval modulation curves. The latter
involved a new mathematical technique devised by the
author to gquantitate ordering of interspike intervals
during burst discharges. In addition to powerful software
capabilities, a full array of PDP-12 output options was
available to the user: CRT display; LA-30 Decwriter (Dig-
ital Equipment Corporation) hard copy printing; DP-1 Complot

73
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(Houston Instrument, Baush and Lomb) digital increment
plotting; LINC magnetic tape storage.

Communication with the PDP-12 computer was accom-
plished with essentially three programming languages.
The first two are machine language in format and actually
represent the two mode operation capacity of the PDP-12,
The first or LINC-8 (Laboratory INstrument Computer) mode
activates peripherals including analog to digital conver-
sion, sense switch lines, relay buffers, CRT display and
éuxiliary LINC tape storage. The second or PDP-8 mode
provides for extended arithmetic element (EAE) operations,
real-time clock programming, digital incremental plotting
and Decwriter input-output. While each mode has its own
complete instruction set, both modes are given equal sta-
tus by the single central processor. This permits rapid
switching between modes under program control. Also, the
1.6 micro-second memory access time of the PDP-12 permits
fast execution of individual instructions. This speed is
advantageous for rapid analog to digital conversions.

FOCAL (Formulating On-line Calculations in Alge-
braic Language) was the third programming language used.
This is a conversational language that permits on-line
User-machine interaction and resembles FORTRAN IV (FORmula

TRANslation version IV) in power for calculation of complex
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mathematical expressions. Two FOCAL systems, FOCAL-12 and
FOCALPL (plot), were utilized respectively to retrieve and
manipulate data stored on magnetic tape from machine lan-
guage programs and to graphically plot calculated param—
eters located on digital tape.

Two major disadvantages are associated with FGCAL.
First, FOCAL programs are limited in length since the FOCAL
jnterpreter, a machine language program itself, takes up a
large portion of the PDP-12 8K core memory. Second, execu-
fion of individual FOCAL program instructions is slow since
each mnemonic code command must be interpreted into machine
language binary each time it is pérformed. Undef the con-
ditions of this study, these disadvantages were by no means
limiting.

B. Machine Language Programs

1. ERASE
For convenience and speed of data handling, data were
stored on LINC magnetic tape of standard format. Each tape

was marked off into 10008 (51210) blocks, each block con-

taining 400 (256 12-bit words. Prior to data storage,

8 10’

pProgram ERASE was run to store a zero in each of the

131,077
’07”10 10

hew and old tapes could be cleared of all digital values

(512 x 256,,) 12-bit words. By this procedure,
10

before prcceeding with other programs. Program ERASE along
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with the programs discussed below are listed in the Appen-
dix for reference.
2. DATA

Program DATA was written in machine language making
free use of both LINC and PDP-8 modes. As outlined in the
Appendix (Table VII), program instructions were located in
the lower 4K memory of the PDP-12 and data were stored in
the upper 4K memory. An abbreviated logic flow diagram
of the program instructions 1s presented in Figure 3. The
iogic is represented by three major loops (A,B,C) and cal-
culation (CALC) procedures between loops B and C. To fa-
cilitate understanding of data handling by program DATA,
each of these four program sections will be discussed in
relation to a real physiological input signal. The reader
should be able to trace data processing of the analog res-
piratory cell discharge input to the final digitalized
output before proceeding to higher levels of data analysis.

Inspiratory and expiratory cell discharges were ex-
amined in this study, and two representative cells are shown
in Figure 4A and 4B respectively (35 mm records from a Grass
Kymograph Model C4N Camera). Both cells were obtained from
different cats, each of which was breathing at a rate of
30 breaths per minute. It can be seen that the inspiratory

cell is in phase with the fall in the intrapleural pressure
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while the expiratory cell is 180° out of phase. The in-
spiratory signal C29UI7R(2) of Figure 4A will be processed
step by step in the discussion that follows.

The analog respiratory discharge was played back to
the PDP-12 computer four times slower than record speed.
in loop A of program DATA (Figure 3) the signal was digi-
tzlized and displayed on the CRT for assessment of signal
guality. The sample rate was determined by the clock logic
which halted program flow until a predetermined amount of
time had elapsed. The KW1l2 real time clock, a crystal-
controlled pulse generator oscillating at 400K Hz, was
programmed to give a basic clock overflow count rate of
0.4 millisecond. This rate, coupled with the fourfold
slow-down of the tape transport, established a simulated
sampling rate of 0.1 millisecond per sample or 10 samples
per millisecond.

Loop A was programmed to sample and store 10008
points before displaying the stored data on the CRT. The
display therefore correspcnded to a 51.2 millisecond seg-

ment {1000, samples x (51210/10008) x 0.1 msec/sample) of

8
the respiratory cell discharge. The memory was constantly
updated causing the CRT to flash at about 5 Hz ([0.0512 sec
X 4]-1) although any segment could be frozen on the CRT

for close analysis via sense switch control. After a signal
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was judged to be satisfactory for computer analysis, exit
grom loop A was manually controlled under sense switch
gelection. Between loops A and B, the upper 4K of core
memory wWas cleared along with various constants. Certain
addresses were also reset to appropriate values.

The overall responsibility of loop B was to con-
struct histogram and interspike interval modulation curves
from the analog signal. The logic centered around detec-
tion of action potentials, measurement of interspike in-
terval times and proper memory storage of interval times
in various combinations for histogram and interval se-
guence analysis.

The PDP-~12 computer is equipped with a Schmitt trig-
ger. This device senses potentials whose amplitude exceed
a manually set threshold and hence would appear ideal for
action potential detection. The Schmitt trigger, however,
has several disadvantages when used to detect the action
potentials recorded in this study. For this reason a soft-
ware rate-of-rise trigger was designed which proved highly
reliable in action potential identification. The rate-of-
rise trigger diagrammed in Figure 5 operated as follows.
Analog sampling in loop B occurred at a constant simulated
Yate cf 0.1 millisecond per sample as determined by

the clock logic {CL). At this rate, action potentials
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Figure 5. Technique for detection of action potentials. Dots represent digi-
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1 millisecond in duration could be sampled 10 times. Since
the sample rate was constant, the vertical distance between
samples was proportional to the rate of potential change.
Therefore, by testing for vertical separation between suc-
cessive samples, action potentials could easily be detec-
ted even when the signal to noise ratio was as low as 2:1
and when slow baseline shifts were present. The trigger
level (TRG) was manually adjusted until a "T" flashed on
the CRT in synchrony with the audio amplified action po-
tentials. The trigger operated only on the rising phase

of action potentials. After a trigger occurred, 2 milli-
seconds elapsed before the trigger was "activated" again.
This eliminated the possibility of generating two trigger
pulses from a single biphasic action potential.

Interspike interval times were calculated to the
nearest 0.1 millisecond by counting the elapsed time be-
tween action pctential triggers. In short, a trigger caused
the accumulated time of the previous interval to be stored
with subsequent resetting of the interval counter. In Fig-
ure 5, for example, actiocn potential A resets the counter
to 0.0 milliseconds. Detection of action potential B
5.0 milliseconds later terminates the accumulation of in-
terval time. The A-B interspike interval is stored as 5.0

milliiseconds and the counter is reset for the next interval.
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Histogram analysis has been a popular approach to

quantitation of electrophysiological data from single neu-
rons (66, 67). In this study, a 100 millisecond interval
histogram was constructed by accumulating 500-4000 inter-
vals, the number under manual selection. The histogram

had 125 bins each of 0.8 millisecond width. The histogram
plot for inspiratory cell C29UI7R(2) is presented in

Figure 6A in which the terminal 30 milliseconds have been
deleted. In Figure 6B the same data are plotted on an ex-
panded scale. As consistent with all units studied, the
distribution of interspike intervals for this cell shows
unimodal peaking and is skewed to the right, favoring longer
intervals. Parrot and Fleming (139) attempted *tc associate
this characteristic shape of the respiratory interspike in-
terval histogrém with random Poisson processes. Although
this has been done for non-respiratory discharges of truly
random patterns (68, 106, 165), it is difficult to assign
such random mechanisms to respiratory cells which possess
predictable discharges. Against the random aporoach,
Marczynski and Sherry (119) suggested that time-locked
patterns which repeat over and over again with a sequen-
tial arrangement of adjacent intervals can best be des-

cribed by the autocorrelation function. High correlations

for respiratory cells (R.A. Mitchell - unpublished
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observations) are certainly not indicative of random or-
dering of intervals. The interdependence series matrix
method introduced by Sherry, Marczynski and Wolf (163)
may also be useful in establishing a relationship be-
tween a specific interval and an interval removed by
a fixed number of other intervals for respiratory train
analysis.

A cumulative histogram or ogive curve is plotted
in Figure 7 for inspiratory cell C29UI7R(2). The plot
is linear on a log scale indicative of exponential pro-
cesses operating in interval distribution. Similar plots
are found for both Poisson and normal distribution func-
tions. A horizontal line has been drawn at the 50% level
and a vertical line intercepting the curve at this same
level has been extended to the time scale. By defini-
tion, the interpolated time of 14.8 milliseconds corres-
ponds to the median interval time. From Figure 6B, it can
be seen that the median time is longer than the mode time.
Also, the mean interval time is longer than median time.
These relationships establish the skewing characteristics
of the interspike interval histogram to the right.

For discharges that have random arrangement of in-
tervals, quantification of cell output is satisfactorily

completed by histogram analysis and measurement of standard
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stical parameters such as the mean, median, mode and

stati
Standard deviation (119). As reviewed in the Literature,
however, respiratory discharges undergo characteristic

frequency increase, plateauing and frequency decrease

during their "on" phase. For this reason, accessment of
respiratory cell output must involve description of se-
quential interval ordering, information that cannot be
extracted from histogram interval distributions. Cohen
(40) and Bertrand and Hugelin (24) approached this prob-
lem by using phase-triggered time histograms and cycle-
triggered spike-density histograms for analysis of res-
piratory discharges, respectively. Although qualitative
accessment was achieved, these methods failed to gquanti-
tate dynamic changes in the interspike interval during
respiratory cell discharge.

To study dynamic changes in the interspike inter-
val during respiratory burst activity, a new statistical
averaging technique was devised as diagrammed in Figure 8
with hypothetical data. Intervals were numbered consecu-
tively (Figure 8A) and corresponding intervals were averaged
to construct an idealized respiratory train (Figure 8B).
Plotting the sequential interspike intervals of the ideal-
ized train as a function of time resulted in a smooth

]
'U"~shaped interspike interval modulation curve (Figure 8C).
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Generation of idealized interspike interval modulation curve from
raw data: A. analog data; B. interval averaging; C. graphic dis-
play of averaged intervals. See text for details.
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In Figure 9, similar plots for cell C29UI7R(2) are pre-
sented. For a single burst discharge (NT=1) a very rough
curve was described reflecting non-smooth transition be-
tween consecutive interspike intervals as the train pro-
gressed (Figure S9A). An average of 44 sequential burst
discharges (NT=44) eliminated the variability between
adjacent intervals and resulted in a smooth interspike
interval modulation curve (Figure 9B), readily accessible
for mathematical analysis. This mathematical method dif-
fered from standard signal averaging techniques (164)
which depend on external time references to recover repe-
titive waveforms from random noise. The analysis worked
for both inspiratory and expiratory discharges (Figure 4)
and was independent of cycle cues from peripheral res-
piratory parameters.

The computer techniques employed to generate inter-
spike interval modulation curves can best be understood by
paralleling the "S" (start of train), "T" (trigger on suc-
cessive action potentials) and "R" (reset) designations
over the action potentials in Figure 8A with the display
"S", display "T" and display "R" commands of loop B in
Figure 3. For example, loop B logic was manually entered
from either loop A or loop C during the quiescent period

¢f the resviratory discharge (interburst interval). This




gslntgrspike Interval, msec

90

"

T50
T70
T90
T100

TL

o
oQ

50%

/ 70%

gg Interspike Interval, msec AN

f
$y

L4

/ 90%

o MI

Y

PL

I l I

100%

Figure 9.

L}@@ msec

Interspike interval modulation curves derived from
inspiratory cell C29UI7R({2) in Figure 4A: A. single
train; B. average of 44 trains.

Derivation of param-

eters shown in B are described in text, pages 99-106.




caused an "R" to be flashed on the CRT indicating that

appropriate addresses had been reset. Program flow was
then delayed in the first trigger loop (TL1l) until the
first action potential was detected. At this time, an
ng" was flashed on the CRT and program flow was then de-
layed in the second trigger loop (TL2). Starting with
the second action potential, all the remaining action po-
tentials in the train caused a "T" to be displayed on the
CRT. In conjunction with the clock logic (CL), each of
these successive action potentials defined an interspike
interval which was stored in an incremental address. Thus,
consecutive intervals were stored in consecutive addresses.
When a predetermined amount of time (maximum of 4095 msec
scaled time) elapsed without any action potentials being
detected, it was assumed that the train discharge was ter-
minated for that breath and reset procedures were automati-
cally initiated as revealed by CRT display of the "R". The
sequence started all over again when the first action poten-
tial (display "S") of the next burst discharge was detected.
By this iterative technique, the PDP-12 memory accum-
ulated the sum of the first intervals, the sum of the sec-
end intervals and so forth. To handle large sums, double
Precision arithmetic was used. That is, two 12-bit regis-

ters were daisy-chained together tc form a 24-bit register
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(maximum value accepted = 2 = 8,388,608). The ideal-
jzed train was recovered after exit from loop B by di-
viding each accumulated interval sum by the number of
intervals that contributed to that sum. Since the divi-
sor N was variable, the analysis was not limited by the
shortest train, a problem described by other workers (24,
40). However, commencing with the first interval after
the shortest train and continuing until the last inter-
val of the longest train, the divisor N decreased as
fewer and fewer trains contributed to the idealized in-
terspike interval average (Figure 8B). For this reason,
a breakdown in the statistical averaging and hence poor
curve smoothing was observed towards the end of the
train (Figure 9B).

In addi;ion to histogram and interspike interval
modulation curve genesis, loop B also stored consecutive
cycle times and first interval times during the complete
analysis. Cycle time (CT) was defined as the time between
first action potentials of consecutive burst discharges.
The first interval (FI) was defined as the time between
the first two action potentials of each train. This param-
eter is circled in Figure 9B at the beginning of the train.
Exit from loop B was under both manual and automatic

control. During trial runs, output procedures could be ini-

tiated by sense switch selection. Also, if more than 510
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purst discharges were accumulated, automatic transfer to
1o0p C was performed. For final runs, however, exit from
1oop B occurred after the histogram N had been filled.

1f the histogram was filled during the middle of a burst
discharge, intervals were still calculated to complete

the interspike interval modulation curve for that burst,
put the intervals were deleted from histogram construc-
tion. Exit proceeded with the first action potential of
the very next train (Figure 8A). This permitted accurate
measurement of the last cycle time.

Between loops B and C, a series of calculation
(CALC) steps were performed (Figure 3). As already dis-
cussed, mean interspike intervals were recovered to gen-
erate the idealized train. Individual instantaneous res-
piratory rates were calculated from the reciprocal of each
cycle time measurement and these rates were averaged to
give a mean respiratory rate (RR) for the analysis period.
Mean rates calculated in this manner were slightly higher
than averages taken by dividing the number of respiratory
cycles observed by the total analysis period. This was

due to the hyperbolic relationship between the period and

lated to reveal the degree of steady-stateness of instan-

taneous frequencies.

the reciprocal of the period. High and low rates were iso-
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The number of intervals in each train were calcu-
1ated and the mean spikes per train (ST) were found by
adding one to the mean number of intervals per train. By
examination of each idealized interval, the minimum in-
terval (MI) in the respiratory train was localized by a
search technique. The minimum interval (MI) is circled
in Figure 9B. Also, the mean (MEN) interval time was cal-
culated from the idealized train taking into account the
variable divisor N, for each interval. The mode (MOD) and
median (MED) interval times were extracted from the histo-
gram data and the number of intervals in the bin at the mode
(MON) was found. The mean (MEN), median (MED), méde (MOD)
and number of intervals at the mode (MON) are diagrammed
in the histogram data of cell C29UI7R(2) in Figure 6B.
Finally, the following eleven values were stored in
a specific portion of core memory to facilitate transfer
to LINC magnetic tape: mean respiration rate (RR), number
of trains averaged (NT), spikes per train (ST), first in-
terval time (FI), minimum interval time (MI), number of in-
tervals in the interspike interval modulation curve (FMN),
nunmber of intervals in the histogram (HSN), mean (MEN),
median (MED) and mode (MOD) interval times, and number of
intervals at the mode (MON).

After completion of the calculation procedures,
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program flow proceeded to loop C instructions. Loop C
(Figure 3) was an output loop responsible for retrieving
calculated data. The CRT was used to continuously display
the histogram or interspike interval modulation curve
(sense switch selection) along with axes and appropriate
scaling integers. Titles could be placed on the CRT from
the Decwriter keyboard for photographic purposes.

Selection of sense switch W (write) caused the Dec-
writer to print a hard copy list of digitilized values
stored in core memory. Table I is the output from cell
C29UI7R(2). In A, the mean, high and low respiration rates
(breaths/10 minutes) and instantanéous rates for each
breath are given. The number of breaths averaged (N=NT)
was 44. In B, the mean spikes per train and the number
of intervals for each individual train are given. Concern-
ing the latter, one train was 37 intervals long, six trains
were 43 intervals long, five trains were 48 intervals long,
etc. The N is repeated as an internal program check. In
C,the individual first interval times for each breath are
Printed to nearest 0.1 millisecond and in D, the digitilized
Values for the idealized interspike interval curve are
listed to nearest 0.1 millisecond in sequential order (e.q.
first interval, second interval, etc.). An average of data

n C eguals the first value in D. Also in D, the mean (MEN),
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I. Program DATA computer printout derived from in-
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inimum interval (MI) and number of intervals contributing

m

to interspike interval modulation curve (N=FMN) are re-
trieved. Finally, in E, the contents of each of the

125 - 0.8 millisecond bins of the histogram are printed.
The mode (MOD} , number of intervals at the mode (MON),
median (MED) and number of intervals in the histogram
(N=HSN) are also given. It can be seen that the 17th bin
contains the largest number of counts (MON=161). This by
definition is the mode (e.g. 17 bins x 0.8 msec per bin =
13.6 msec or to place the peak at center of (0.8 msec bin,
MOD = 13.6 msec - 0.4 msec = 13.2 msec). The reader should
be able to correlate the digitalized values of Table 1-D
with Figure 9B and Table 1~E with Figure 6.

Selection of sense switch P (plot) caused the Cal-
comp X-Y digital plotter to plot the histogram and inter-
spike interval modulation data on paper from Table 1-E
and 1-D data, respectively. These plots along with axes
and scalings were identical to the CRT displays of the
same data. Figures 6 and 9 are computer plots for cell
C29UI7R(2) obtained from this output procedure.

Finally, selection of sense switch A (address) trans-
fered data in core memory to a specified address of the LINC
magnetic tape. Included in this transfer were the individ-

ual number of intervals per train and individual first
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intervals, histogram and interspike interval modulation
data, and the eleven constants mentioned previously (RR,
NT, ST, FI, MI, FMN, HSN, MEN, MED, MOD, MON). A CRT
display of "F" indicated that the tape contents at the
selected address were full. This prohibited overwriting
of stored data by mistake, although contents could be re-
placed if so desired. The tape-stored data were accessed
via FOCAL programs for advanced mathematical analysis.

In addition, other machine language programs could be run
to replot histogram and interspike interval modulation
data from the magnetic tape.

Exit from loop C (sense switch control) cléared the
core memory and initiated loop B procedures (Figure 3). To
examine the single cell input signal it was necessary to
manually halt program flow and restart the program at *20.
3. REPLT

Program REPLT permitted replotting of either 100 or
50 millisecond histogram and interspike interval modula-
tion data from the LINC magnetic tape. Data from several
steady state observations on the same cell or different
cells could be superimposed for visual comparison. Since
this program was a modification of the plot routine in

Program DATA, it is not listed in the Appendix.
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FOCAL-12 Programs
C. —

1.

$SCALC1L
Data stored on the LINC magnetic tape were accessed,
manipulated and restored in columnar arrangement by this
first calculation program. The following new eleven param-
eters were derived and added to the list of eleven param-
eters previously calculated by program DATA. The data from
cell C29UI7R(2) found in Table I are used for all examples,
which can be substantiated via hand calculations. This
program along with all other FOCAL-12 programs are listed
in the Appendix.

The train length (TL) was détermined to thé nearest
millisecond by summing consecutive intervals of the ideal-
ized interspike interval modulation curve data until the

mean number of intervals per train was reached. Mathema-

tically,
n = integer (ST) - 1
f=8T~-1-n
n
TL (msec) = [iilinti] + f[intn+l]

where ST is the mean spikes per train; intn is the last
whole interval of the intervals contributing to the train
length (TL) and "f" corrects for the fractional contribution

from the very next interval, intn for trains terminating

+17
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petween intervals intn and i For cell C29UI7R(2),

ntn+1'
n =45, "f" = 0.7 and TL = 845.9 + 0.7(18.5) = 859 milli-
seconds. A vertical train length (TL) line has been drawn
on the interspike interval modulation curve in Figure 9B
corresponding to the above measurement for cell C29UI7R(2).
It can be observed that the mean train length (TL) was
reached before the curve lost the smooth transitions be-
tween intervals toward the end of the train. No measure-
ments or interpolations were made past the mean train length
(PL). This cutoff was observed for most cells,

The mean cycle time (CT) was calculated to the near-
est 10 milliiseconds by computing the reciprocal of the mean
respiratory rate (RR), That is,

CT (msec) = 10 - integer[(RR_l + 60000 msec/min) /10]
For cell C29UI7R(2), CT = 10 +« integer(6000/30.1) = 1990
milliseconds.

From program DATA, the number of intervals per in-
dividual train and individual first interval times con-~
tributing to single steady state averages were stored on
LINC magnetic tape. These values were retrieved by program

SCALC1l for calculation of the standard deviation (SD) and

standard error (SE) for each. These standard statistical

heasurements were made as follows:
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Jlzx% - (x)2/M1/1N - 1]

sD

SD/VN

SE
where X represents the individual intervals for either case
and N is the number of respiratory bursts averaged. For

cell C29UI7R(2), N = 44 and SD = 3.9, SE = 0.58, SD =

ST ST FI

11.1 and SEp; = 1.68 milliseconds.

The plateau level (PL), defined as the length of time
the interspike interval modulation curve was within 10% of
the nmirimum interval (FI - MI difference = 100%), was mea-

ured to the nearest millisecond. That is,
s

n = integer (ST) - 1

K = 0.10(FI - MI) + MI
n

PL(msec) = [ Z 1int, < K]
. i
i=1

where ST is the mean spikes per train, FI is the first in-
terval, MI is the minimum interval and'intn is the last
vhole interval of the intervals contributing to the mean
train length. The plateau level (PL) is drawn in Figure 9B
as a horizontal line extending between two vertical lines
which intercept the experimental interspike interval modu-
lation curve at the 90% level. Intervals meeting the re-
quirements, but falling after the mean train length (TL),

Were disregarded. The plateau level (PL) for cell
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c29UI7R(2) was 368 milliseconds.

The last interval (LI) was defined as the inter-
spike interval time of the experimental curve at the end
of the measured mean train length. This parameter was cal-
culated to the nearest 0.1 millisecond and is circled in
Figure 9B at the end of the train. Mathematically,

n = integer (ST) - 1

f =8T -1 -n

LI{(0.1 msec) = f[intn+l - intn] + intn
where ST is the mean spikes per train, intn is the last
whole interval of the intervals contributing to the mean

train length (TL) and int is the very next interval.

n+l
The "f" measurement computes a linearly interpolated last
interval (LI) correction for train lengths (TL) terminating

between intervals intn and int For cell C29UI7R(2),

n+l°
LI(0.1 msec) = 0.7(18.5 - 16.7) + 16.7 = 18.0 milliseconds
with the train terminating between the 45th and 46th in-
tervals.

The slope (SL) was a measure of the initial rate of
change in the interval time of the interspike interval
modulation curve. The slope was defined as

SL = (8I - FI)/SI
where FI is the first interval and SI is the second inter-

Val., The slope of the dashed lined connecting the first




103

£wo circled intervals in Figure 9B corresponds to this
measurement. For cell C29UI7R(2), SL = (41.9 - 56.1)/
41.9 = —-0.34,

The plateau level percent (PLP) was defined as the
ratio of the plateau level (PL) to the mean train length
(TL) . For example,

PLP (%) = (PL/TL) 100
This parameter was a normalized measure of the fraction of
the cell's "on" time occupied by intervals within 10% of
the minimum interval (MI). For cell C29UI7R(2), PLP =
(368/859)100 = 42,.8%.

The last measurement made by program $CALCl was the
train legnth percent (TLP). This parameter was defined as
the ratio of the mean train length (TL) to the cycle time
(CT) or

TLP (%) = (TL/CT)100
This measurement normalized the fraction of the respira-
tory cycle occupied by respiratory cell activity (e.q.

percent "on" time). For cell C29UI7R(2), TLP = (859/1990)
100 = 43.2%.
2. SCALC2

Similar to program $CALCl, this second calculation

bProgram derived the final twelve parameters from the LINC

hagnetic tape. These parameters were added to the columnar
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data previously calculated, thus completing the number of
parameters measured for each steady state observation to
ghirty-four. The following new parameters were calculated.
a1l examples are taken from cell C29UI7R(2) data listed
in Table I permitting verification via hand calculations.
As illustrated by the horizontal lines traversing
the interspike interval modulation curve in Figure 9B,
the interspike interval times were normalized into per-
cent levels. The range extended from the first interval
(FI = 0%) to the minimum interval (MI = 100%) with addi-
tional horizontals drawn at the 50, 70 and 90% levels.
Where these immaginary lines crossed the experimental
curve, vertical lines corresponding to times to reach

50, 70, 90 and 100% levels (T50, T70, T90, T100) were
constructed. Measurements of T values were carried out
to the nearest millisecond. Linear interpolations were
performed in cases where 50, 70, and 90% horizontal levels
crossed the curve between two intervals. Associated with
these four measurements (750, T70, T90, T1l00) were four
parameters (N50, N70, N90, N100) representing the number
0f intervals elapsed before each level was reached. The
mathematical expressions used to calculate the T and N

values are given below:
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K = (1L - P/100) (FI - MI) + MI

K - intn
inti] + [ 1
1 (1ntn+l - J.ntn)/lntn+l

T (msec) = [‘
1

e 3

N =n - (intn - K)/(intn+l - intn)
where P is the percent level and n is the sequence posi-
tion of the interval preceeding the first interval less
than K. For cell C29UI7R(2),
K50 = (1 - 50/100) (56.1 - 12.0) + 12.0 = 34.05
750 (msec) = (56.1 + 41.9 + 38.1 + 35.4) +

(34.05 - 35.4)
(31.9 - 35.4)/31.9

= 184 msec

N50 = 4 - (35.4 - 34.05)/(31.9 - 35.4) =
4,4 intervals

Also for cell C29UI7R(2), T70 = 270, T90 = 467 and T100

655 milliseconds, and N70 = 7.5, N90 = 17.4 and N100 =
31.0 intervals. From Table 1-D, it can be seen that the
minimum interval (MI = 12.0 msec) is the thirty-first in-
terval in the train and corresponds to N100.

Four last parameters were derived by taking the

ratio of the T values to the mean train length. That is,

T5P (%) = (T50/TL)100
T7P (%) = (170/TL)100
T9P (%) = (T90/TL)100

T10P (%) = (T100/TL)100
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(184/859)100 =

For example, for cell C29UI7R(2), T5P
21.4%. Also, T7P = 31.4%, T9P = 54.4% and T1l0P = 76.2%.
3. $READ

The thirty-four parameters calculated via programs
pATA, S$CALCl and S$CALC2 and stored on LINC magnetic tape
were retrieved and printed out by program $READ for each
steady state respiratory discharge. The computer listing
of these parameters for cell C29UI7R(2) is found in
S

mTable II. All time measurements (TL, CT, S FI,

Dgpr SEgpr
SDpys SEpp, MI, MEN, MED, MOD, PL, LI, T50, T70, T90 and
7100) are standardized in milliseconds. Parameters that
count events (NT, ST, FMN, HSN, MON, N50, N70, N90 and
N100) and parameters that are derived from the ratio of
time measurements (SL, T5P, T7P, T10P, PLP and TLP)

are all dimensionless. The respiratory rate (RR) is
given in breaths per minute.

SSUM1

SSUM2

$SUM3
$SUM4

~1 Oy U s
e o

Similarly to program $READ, these four programs
printed out the thirty-four parameters calculated for
each steady state observation, but in a modified format.
That is, instead of lising the different parameters in
One vertical column as in Table II, parameters were typed

out in horizontal rows so that similar measurements from
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Program $READ computer printout derived from
inspiratory cell C29UI7R(2) in Figure 4A.

FI 56.
__ .8b . - 11, S,
SE . 1.68
— WD 2.8
FhHH - zo11
____ H5N 2660 _ .
KEN 18. 8
___ HED - 14.8 e
HOD 13. 2
S 1117 SIS 1-% S
FL - 366
LI -89
sL - - 9.34
TS50 184 e
770 270
—_—x%8 . 467 o - .
1108 655
__N58 44 i -
N7 7.5
LD 17. 4 e
Nip@ 31.0
. Tsp 214 ] -
T7P 31. 4
TSP 54. 4 ) )
T10P 75. 2
FLP 42.8
TLP 43. 2

e e ‘
I

e e
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consecutive steady state observations formed vertical
columns. For example, parameters listed by programs
FI, SD S

$SUML (RR, NT, ST, SDST' SE MI), $SUM2

ST’ rr SPp1
(FMN, HSN, MEN, MED, MOD, MON, PL, LI), $SUM3 (SL, T50,
r70, T90, T100, N50, N70, N90, N100) and $SUM4 (TL, CT,
T5p, T7P, T9P, T10P, PLP, TLP) formed four tables of data.
By following down any one of the thirty-four columns, al-
terations in a single parameter for any one cell could be
traced and correlated with induced modifications of the
breathing pattern.
8. SREORD

The thirty-four parameters.associated withvany one
steady state observation were located in sequential ad-
dresses on LINC magentic tape. Since this was an incon-
venient format for accessing similar parameter types in
certain plotting procedures, program $REORD was used to
reorder all the parameters on new LINC magnetic tape.
In effect, rows and columns were interchanged which placed
similar parameter types in sequential addresses. Two re-
corded tapes containing inspiratory and expiratory cell

data, respectively, were obtained by this procedure.

9. $IVO
10. SIVI
11, SEVO
12, SEVI

The reordered inspiratory and expiratory tapes that
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ere constructed via program $REORD contained steady

W

state measurements from both vagotomized and vagi-intact
preparations. The responsibility of these four programs
was to divide vagi-intact (VI) from vagi-out (VO) data
points for both inspiratory (I) and expiratory (E) cells,
This data manipulation of the two reordered types pro-
duced four new LINC tapes including inspiratory vagi-out
(I-v0), inspiratory vagi-intact (I-VI), expiratory vagi-
out (E-VO) and expiratory vagi-intact (E-VI) data groups.
These four tapes were formated as the reordered tapes
and were used for statistical computations and regression
plotting of raw data. | |
13. $ROWM

This program calculated the mean, standard devia-
tion (SD), standard error (SE), high and low values and
range for each parameter group stored on LINC tapes I-VO,
I-vi, E-V0, and E-VI. The standard deviation (SD) and
standard error (SE) calculations were identical to those
described in program $CALCl. One hundred and thirty-six
sets of statistical data (4 tapes - 34 parameters types/

tape) were printed out by program $ROWM.

14, SRLIN
15, SREXP
16, SRLOG
17. $RLLG

Linear and curvilinear regressions were obtained




petween groups of similar parameter types taking two

groups at a time. Excluding eight groups (S SE

DST' ST'

SE NT, FMN, HSN and MON), all possible combina-

SDFI’ FI’

tions for the remaining twenty-six groups were examined
using four different curve fits for each of the four
tapes I-VO, I-VI, E-VO and E-VI (262 « 4 - 4 = 10,816

regression comparisons). Coefficients for the four

equations,

fit 1 Y=B+X+«:M+E (linear)

fit 2 Y = EXP(B + X - M+ E) (exponential)
fit 3 Y=B+ In{X) « M + E (logarithmic)
fit 4 Y = EXP(B + In(X) - M + E) (loge—loge)

along with the correlation coefficient "r" and other sta-
tistical computations were derived by transforming data

for curvilinear regressions,

Y = 1n(Y) for exponential fit
X = 1In(X) for logarithmic fit
Y =

In(¥) and X = 1n(X) for loge—-loge fit

and performing the following linear regression analysis:

DX = 1X° - (3X)2/N

DY = 1Y% - (zv)2/n

=
il

[ZXY - (X)) (zY)/N]/DX
B = [ZY - (ZX)M]/N

M . DX
e 2 M(SDX/SDY)

/(DX) (DY)

a}
Il
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s = DY - M « DX
E:SN-2)
V=1r

where X and Y represent the independent and dependent vari-
ables, respectively, of the paired groups, N is the number
of parameters in either group, M is the slope, B is the Y
intercept, and "r" is the correlation coefficient (r <
1.00). Note that "r" can be defined as slope (M) times
the ratio of X toc Y standard deviations. The standard
error of estimate (E) defined a range of regression
curves including 68% of the individual observations of
Y on X. Assuming that the distribution about the regres-
sion line was normal and of equal variance, this error
term corresponded to one standard deviation unit on either
side of the mean regression line. The V value (r2) des-
cribed £he proportion of the variance of Y that could be
attributed to its linear regression on X.
18. SREGSD

The significant difference between two regression
was tested by this program. The following

slopes (M M

1’ 2)
calculations applied only to regressions of the same fit

(i.e. linear, exponential, logarithmic or log-log):
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S = (S; + S,)/(N; + N, - 4)

DI = /'s/(Dxl + DX2)

t = (M - M,)/DI

1
where S, N, DX and M values were obtained from the re-
gression programs and "t" is the standard Student "t"
value with degrees of freedom equal to (Nl + N, - 4).
The "t" values were converted into P coefficients in the
progran, eliminating the use of standard statistical
tables.
19. SRSIGD

This program calculated the significant difference
between the regression coefficients of two regression

equations independent of fit. The following calculations

were made:

Z, = [In(1 + rl) - In(l - rl)]/2

z, = [In(1 + r2) - 1In(1l - r2)]/2
|2, = 2,1

o= 1 2

il 1
.l_
/Nl-3 N- 3

where r. and r., are the two regression coefficients being

1 2
compared, Nl and N2 are the number of X-Y pairs in fitl
and fitz,respectively,and the C value is correlated with

P levels of significance from the normal distribution
curve (not the "t" distribution). The values for P were

computed for the following levels: >0.05, <0.05, <0.04,
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<0.03, <0.02 and <0.01.
;0. $PVALR

Correlation coefficients were converted into P
1jevels of significance by first computing Student "t"

values.

For example,

t =71 /& - 2//& - r2
where r is the correlation coefficient and N is the num-
ber of X-Y pairs correlated. As in program S$REGSD, "t"
values werxe converted directly into P coefficients.
21. SSTTEST

The standard Student "t" test was programmed to
calculate P values for miscellaneous paired or unvaired

data. The "t" wvalue was calculated as follows:

_ Jee? 7
DM = /(sE)° + (sE,) 2z (SE, ) (SE,)

t = |MN, - MN, | /DM

1
DF paired = (Nl + N2 - 2)y/2 =N -1

DF unpaired = Nl + N2 - 2

where SEl and SE2 are the standard errors of the two sets

of data,"r"is the regression coefficient for paired data
(r = 0 for unpaired data), MNl and MN2 are the means for
each data set and N is the number of observations in each

set (Nl = N2 for paired data). The P values were computed

automatically from the "t" values.
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22. $TIMFOL
This program was designed to compute the time
elapsed between two digital tape countef values on the
tape recorder. Since the tape counter was driven from
the take-up reel, the digital read-out was a non-linear
function of time. For this reason, a calibration curve
was constructed in which the tape counter value was
plotted as a function of time (0 - 100 minutes). This
curvilinear plot was broken up into nine linear segments
from which accurate time durations could be interpolated
from two tape counter values. With this program, the
length of time cells were recorded and the time between
events could be computed; eliminating the need for hand

computations from polygraph records.

D. FOCALPL Programs

1, $PLOT

Groups of data, correlated via regression calcula-
tions (programs S$RLIN, S$REXP, $LOG and $LLG) from LINC
magnetic tape data (I-VO, I-VI, E~-VO and E-VI), were
plotted in scattergram format on the Calcomp digital

plotter by program %PLOT. The independent (X) and depen-

dent (Y) variables plotted were under manual selecticn
and scaling factors were determined on the basis of pro-

gram $ROWM range values for each data set. All regression
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plots were transformed to linear coordinates and six plots
were placed on each page for space conservation. Program
¢pLOT is listed in the Appendix along with the other
FOCALPL programs.
2. $REGP1

Program %SREGP1l superimposed mean regression lines
and standard error of estimate lines on the scattergram
plots of program %PLOT. For any one plot, scaling factors
and type of fit were identical. Coefficients for the lin-
ear, exponential, logarithmic and loge—loge equations (fit
1-fit 4) were obtained from the regression data of programs
$RLIN, SREXP, SRLOG and S$RLLG respectively. All équationg
were plotted on a linear scale thus rendering exponential,
logarithmic and loge—loge fits curvilinear. Because of
this, error lines above and below the mean regression
line were not always parallel with or symmetrical to the
latter as with linear regressions.
3. SREGP2

This program was used to superimpose mean regres-
sion lines on the same graph for visual comparison. To
avoid confusion, scattergram points of program %PLOT and

error lines of program S$REGP1l were omitted. 8Six sets of

multiple graphs were condensed to one page. 'This plotting

Procedure facilitated data reduction and was usaful for
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data summarization.
4. $LINEP
Induced changes in single unit parameters followed
digitally by programs $SUM1, $SUM2, $SUM3 and $SUM4 were
plotted in time sequence bv program $LINEP (line plot)
for each respiratory cell that was examined for more than
one steady state period. With the exception of cycle
time (CT), the twenty-five parameters from the regression
analysis (750, T70, T90, T100, PL, TL, FI, MI, LI, MEN,
MED, MOD, RR, N50, N70, N90, N100, ST, SL, T5P, T7P, TOP,
T10P, PLP and TLP) were plotted on nine graphs (three
pages) for each cell. The X scaling was proportioned ac-
cording to the number of different steady state observa-
tions made for each cell and was a non-linear function of

time.




CHAPTER V

RESULTS

A. Data Presentation

Single cell studies on the neural control of res-
piration have been organized into three categories which
are presented in the following order. First, parameter
measurements from similar cell types have been grouped
from many cells for regression analysis. This was an
attempt to describe general population characteristics
of discharge patterns at different respiratory rates and
depths. Second, changes in single unit parameters have
been followed during induced modification of the spontan-
eous breathing pattern. Comparison of these single cell
data with population regression data revealed the degree
of discharge pattern heterogeneity among similar cell
types. Third, the correlation between high barbiturate
levels and apneusis has been examined at the single cell
level. These data were important for interpretation of
Population and single cell data obtained after barbiturate
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modification of the spontaneous breathing pattern.

Population Data

B —

The general statistics of the single cell recordings
attempted in 60 out of 85 cats used in this study are sum-
marized in Table III. On the average, approximately three
respiratory cells were recorded from each cat in a ratio
of two inspiratory cells to one expiratory cell. Of these
recorded cells, however, over fifty percent were rejected
from final data compilation due to generation of uneven
interspike interval modulation curves from poor signal-to-
noise ratios or non-uniform breathing patterns.

Steady state computer averages were divided into
four categories of inspiratory vagi-intact (I-VI), in-
spiratory vagi-out (I-VO), expiratory vagi-intact (E-VI)
and expiratory vagi-out (E-VO) observations. Cells re-
corded during unilateral vagotomy were categorized with
vagi-intact data, since no significant respiratory rate
or depth changes were manifest after removal of one vagus
nerve,

Each steady state average was identified by a data
point number. There was a total of 333 data points each
of which contributed 34 parameter measurements (333 X 34 =

11322 parameters) for regression analysis. An average of

four data points (range = 1-17) was obtained from each




Table III.

General statistics of respiratory cells analyzed by computer techniques.

Cell # Cells # Cells State #_Data Analysis # Trains # Intervals
Type Recorded Analyzed of Vagi Points Time (Min) (NT) (FMN)
Total Mean Total Mean Total Mean Total Mean
VI 175 3.4 188.7 1.1 6079 34.7 256111 1463
I 125 57
VO 50 5.0 78.0 1.6 1159 23.2 61329 1227
VI 105 4.6 107.7 1.0 3776 36.0 119825 1141
E 57 26
VO 3 1.0 3.5 1.2 64 21.3 2543 848
4
Sum
Total 182 83 333 377.9 11078 439808
Grand
Mean 4.0 1.1 33.3 1321
bt
[
o)
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respiratory cell. Respiratory cells were recorded for a
period of time ranging from 30 seconds to three hours.
gteady state averages were derived from mean breathing
segments of 1.1 minutes. For all the cells, this analy-
sis time represented more than six hours of spontaneous
preathing or more than 25 hours of computer time taking
into account the time scaling factor of 4, Derivation
of the 333 data points involved over eleven thousand
individual breaths and close to one half million inter-
spike intervals. Average interspike interval modulation
curves were generated from 33 burst discharges and more
than thirteen hundred intervals.

As described in Data Analysis, similar parameter
types were grouped together and all possible regression
comparisons teking two groups at a time were performed.
Interest centered around two regression types in which
respiration rate (RR) and mode (MOD) parameters were
selected as the independent variables. The respiration
rate (RR) parameter, derived from the reciprocal of the
cycle time, was a direct measurement of the spontaneous
breathing frequency.

The mode (MOD) parameter reflected changes in res-
piratory depth (or tidal volume assuming constant airflow

resistance) as illustrated in Figure 10 for an inspiratory




Figure 10.

Idealized representation of airflow velocity (AFV), intrapleural pres- =
sure {(IPP) and action potential discharge (APD) during: A, constant

respiratory rate, increasing depth; B. constant depth, decreasing res-
piratory rate.

3%}
[
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o1l in Figure 10A, for example, a decrease in mode (MOD)
c .

time is associated with an increased intrapleural pressure

and increased tidal volume (shaded area under airflow curve)
with no change in respiratory rate (RR = k). Figure 10B
diagrams a hypothetical situation where a rate (RR) change
is observed in the absence of any depth or tidal volume
change. In such a case, the mode (MOD) parameter can be
shown to be independent of rate (RR) changes.

This reciprocal relationship between mode (MOD)
time and depth or tidai volume (TV « 1/MOD) is not unus-
wal since it has been established for both phrenic (39,
50, 53, 58) and central inspiratory cells (72, 129), but
does make the assumption that no recruitment of units
takes place, at least at the central level. Nesland
et al. (129) deny that respiratory neurons are recruited,
but this can be debated. The mode (MOD) time was se-
lected over the mean (MEN) or median (MED) times since
the former falls within the 100 millisecond segment of

the phrenic traffic coincident with the peak of inspira-

tion, integration of which yields the best neural corre-

late of tidal volume (53). The mode (MOD) is also by |
definition the most common or frequent interval in the
average respiratory train.

For expiratory cells, the reciprocal relationship
|
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een mode (MOD) and tidal volume is more involved.

betw
Nevertheless, higher frequency discharges (lower mode

times) are expected to be found at larger tidal volumes
due to elevated afferent feedback, increased active ex-
piratory movements and postulated higher inhibitory
thresholds on inspiratory neurons.

The thirty four parameters defined and measured
in this study successfully quantitated all phases of a
respiratory neuronal spike discharge. The respiratory
train or interspike interval modulation curve (Figure 9B)
was segmented into initial (frequency increase), middle
(frequency plateau) and terminal phases (frequency de-
crease). Examination of parameter changes during in-
duced alterations in the spontaneous breathing pattern
revealed selective modification of certain phases over
others. For example, changes in SL, FI, T50, T70, N50,
N70, T5P and T7P reflected changes in the initial phase.
Changes in MI, T90, T100, N90, N100O, T9P, T10P, PL and
PLP reflected changes in the middle phase. Changes in
LI, TL and TLP reflected changes in the terminal phase
of spike activity. The reader should keep the parameters
in this type of perspective when following parameter modi-
fication at different spontaneous respiratory rates (RR)
and depths

(1/MOD). The thirty four parameters have been
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tabulated in Table IV for convenient reader reference.
poth code identification and definition as used through-
out the dissertation are listed for each parameter.
Regression plots of 25 dependent variables

(* Table IV) on respiration rate (RR) and mode (MOD)

are presented in Figures 11-22 and Figures 23-34 respec-
tively. Three plots for two dependent variables are or-
ganized from left to right in each figure for inspira-
tory vari-out (I-VO), inspiratory vagi-intact (I-VI) and
expiratory vagi-intact (E-VI) data respectively. Expi-
ratory vagi-out data (E-VO) have been deleted since only
three data points from three expiratory cells were lo-
cated in vagotomized preparations (cf. Table III). All
scaling factors are given for X and Y axes which ex-
tend from border to border. The respiration rate (RR)
scaling of Figures 11-22 and the mode (MOD) scaling of
Figures 23-34 are consistent from plot to plot (X-axisj.
For any one figure, the scalings of dependent variables
(Y-axis) are identical for each of the six plots. Ex-
ceptions are found in Figures 19, 28, and 31 where the
different dependent parameters have different scaling
factors. In these cases, the I-V0O, I-VI and E-VI scalings
are the same for any one parameter, however. Each axis

is labeled with parameter type and appropriate dimension



Table IV.
1 CcT
2 T50%
3 T70%
4 T9Q*
5 T100*
6 PL*
7 TL#*
8 RR*
9 ST#*
10 FI*
11 MI*
12 LI*
13 MEN*
14 MED*
15 MOD#*
16 N50O*
17 N70%*
18 N9O*
19 N1QOo*
20 T5P*
21 T7P*
22 To9P*
23 T10F*
24 PLP*
25 TLP*
26 SL*
27 SEgm
28 SEpT
29 SDgT
30 SDy1
31 NT
32 FMN
33 HSN
34 MON

*Parameter plotted in Figures 11-43.
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List of parameter abbreviations.

Cycle Time

Time to 50%

Time to 70%

Time to 90%

Time to 100%

Plateau Level

Train Length
Respiration Rate
Spikes per Train

First Interval

Minimum Interval

Last Interval

Mean

Median

Mnde

# of Intervals to 50%
# of Intervals to 70%

# of Intervals to 90%

# of Intervals to 10032
T50 Percent

T70 Percent

TS0 Percent

T100 Percent

Plateau Level Percent
Train Length Percent
Slope

Standard Erxrror (ST)
Standard Error (FI)
Standard Deviation (ST)
Standard Deviation (FI)
# of Trains

# of Intervals in Interspike
Interval Modulation Curve
# of Intervals in Histogram
# of Intervals at Mode
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Figure 1l1. Regression of T50 and T70 on RR for I-VO, I-VI and E-VI cells.
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Figure 12. Regression of T9%0 and T100 on RR

for 1I-VO,

I-vVI and E~VI cells.
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Regression of PL and TL on RR for I-VO, I-VI and E-VI cells.
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Figure 1l4. Regression of FI and MI on RR for I-VO, I-VI and E-VI cells.
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Regression of LI and MEN on RR for I—VO,.I—VI,and E-VI cells.
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Figure 16. Regression of MED and MOD on RR for I-VO, I-VI and E-VI cells.
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Regression of N50 and N70 on RR
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Figure 18. Regression of N90 and N100 on RR for I-VO, I-VI and E-VI cells.
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Figure 20. Regression of T5P and T7P on RR for I-VO, I-VI and E-VI cells.
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Figure 21. Regression of T9P and T10P on RR for I-VO, I-VI and E-VI cells.
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Figure 22. Regression of PLP and TLP on RR for I-VO, I-VI and E-VI cells.
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Figure 23. Regression of T50 and T70 on MOD for I-VO, I-VI and E-VI cells.
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Figure 24. Regression of T90 and T100 on MOD for I-VO, I-VI and E-VI cells.
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Figure 25. Regression of PL and TL on MOD for I-VO, I-VI and E-VI cells,
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Regression of FI and MI on MOD for I-VO, I-VI
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Figure 27. Regression of LI and MEN on MOD for I-VO, I-VI and E-VI cells.



Figure

28. Regression of MED and RR on MOD for I-VO, I-VI and E-VI cells.
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Figure 29.
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Regression of N50 and N70 on MOD for I-VO, I-VI and E-VI cells.
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Regression of N90 and N100 on MOD for I-VO,
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Figure 31. Regression of ST and SL on MOD for I-VO, I-VI and E~VI cells.
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Figure 32. Regression of T5P and T7P on MOD for I-VO, I-VI and E-VI cells.
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Regression of T9P and T10P on MOD for I-VO, I-VI and E-VI cells.

81




100
r=,10 r=,11
e ) [ LL I
- . ] N « v N .
a, /__,,--f'—. ] \\'“.:'.. . .
= ! ot . * ?T+*v—Lug_~_~;;
[ad] . A - kA i‘: . -
:. ‘co:.‘ . . R .
o— e [\ 3 .
- [ T ‘. '--
[} . * Wwel,. .
0 ) .

r=,43 r=.47

.‘.‘.
. . .
L
1 1)
W'
o » e . .
O .t 'i" .
- L ""“ . .
o oh.“ RN ————
o ..-"'nn L S'..‘.' o.
B4 . L] [ )‘
. * L
.
» .
.‘ S . * L]
! .

6v1

55

55

55

Figure 34.

MOD, msec

MOD, msec

MOD, msec

Regfession of PLP and TLP on MOD for I-VO, I-VI and E-VI cells.
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where applicable. Respiration rate (RR) is understood
to be in breaths per minute.

The raw data points for each regression plot are
placed in scattergram format. From Table III data, all
1-vO plots contain 50 data points from 10 cells, all I-VI
plots contain 175 data points from 51 cells and all E-VI
plots contain 105 data points from 26 cells. In the re-~
gression analysis, each data point was considered as a
new observation. No weighting factors were introduced
to balance unequal data point contributions from various
cells. The three lines drawn in each graph represent
the mean regression line and error‘lines on eithei side
of the mean for the best regression fit. The best fit
was defined as that fit (linear, exponential, logarith-
mic or log-log) possessing the highest correlation co-
efficient for each set of data. The mean regression and
error lines extend from low to high values c¢f the inde-
pendent variable which includes the entire rate or
node range observed for each case (I-VO, I-VI, E-VI)
in this study. All plots are on a linear scale which
renders curvilinear fits non-linear. Transformation of
Curvilinear regressions kack to linear coordinates also
distorts the symmetry of error lines on either side of

the mean regression line.

Still, the error lines include
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f the raw data points or one standard deviation on

68% ©
either side of the mean regression line. The equations

for all regression plots in Figures 11-34 are listed in

the appendix (Tables VIII-XIITI). These equations can be

used for accurate interpolation of dependent variables

from independent variables. The type of fit (linear,
exponential, logarithmic or log-log) used to correlate
X and Y data for each regression plot are also listed

in the Appendix (Table XIV).

Correlation coefficients or "r" values ranged

from 0.04 to 0.99 and are given for each regression plot.
Steep slopes and/or narrow error bands are associated

1"

with large "r" values and good fits. Flat slopes and/cr

wide error bands are associated with low "r" wvalues and

"r" values

poor fits. The significant difference between
of adjacent horizontal panels is designated by a number
sign (#) for P<0,05 or an asterisk (*) for P<0.01. Blank
panels indicate that the correlation coefficients between
I-VO and I-V7 or I-VI and E-VI plots are not significantly
different at the 0.05 level.

In Figure 11, 750 is plotted as a function of RR.
For I-VI and E-VI populations, T50 decreases as rates

increase from 9.9 to 78.7 and 11.5 to 86.6 breaths per

minute respectively. This indicates that at higher




ecathing frequencies it takes less time on the average

br
for inspiratory and expiratory trains to reach interspike

intervals which are one half the difference between the

first interval (FI) and minimum interval (MI). Compari-

son of I-VI and E-VI plots indicates that expiratory T50's

are slightly longer in time than inspiratory T50's for
equivalent respiratory rates. The expiratory regression
has less scatter and a slightly greatér slope as indi-

cated by the significantly higher "r" wvalue at the 0.05
level. For the I-VO population, respiration rate ranges
from 7.2 to 30.9 breaths per minute. This decrease in
rate response to drug stimulation or depression after
vagotomy implicates the vagus in control of respiratory
rate. For the T50 parameter, vagotomy significantly
decreases the l—'r" value at the 0.05 level. That is,
the correlation between T50 and RR is lost by cutting
both vagus nerves (low slope, wide scatter). A similar
analysis can be done by the reader for the remaining
respiration rate regressions in Figures 11-22.

In Figure 23, T50 is plotted as a function of MOD.
Mode ranges are approximately the same for I-VO, I-VI
and E-VI populations and extend from 9.2 to 50.0, 5.2

to 43.6 and 5.2 to 42.0 milliseconds respectively. The

Plots show that T50 is directly related tc the mode for

152
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all populations. That is, as the mode decreases (increas-
- ing depth or tidal volume) it takes less time for respira-
tory trains to be activated. The inspiratory and expira-

tory populations are approximately the same and do not

have significantly different "r" values at the 0.05 level.

The relationship of T50 versus MOD is by far the best in

the I-VO panel (highest "r" value) indicating that vagot-
omy significantly increases the correlation between T50
and MOD for inspiratory cells at the 0.01 level. Similar
comparisons can be made by the reader for the remaining
regressions in Figures 23-34.

Correlation coefficients ("r") are placed in rank

order for the regression of -I-V0O, I-VI and E-VI cell dis-

charge parameters on respiration rate and mode in Tables

and expiratory (E-VI) parameters as a function of respira-
tory rate in Table V appear to parallel each other in rank
order while vagotomy (I-VO) tends to invert the ordering
for inspiratory (I-VI) cells. These same general rela-
tionships tend to hold for parameters plotted as a func-
tion of the mode in Table VI, but the I-VI - E-VI pairings
and the I-VI - I-VO reciprocity are not as well defined.

Comparison of respiration rate (Table V) and mode (Table

VI) rankings for similar cell types reveals poor order

V and VI respectively. Correlations of inspiratory (I-VI)




rable V.

Rank
Oorder
orac-

W O 3 O U W N =

T T e
B W N O

Rank ordering of correlation coefficients for
the regression of 24 parameters on respiratory
I-VI and E-VI cell types.
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rate for I-VO,
Parameter "r"
TL .62
TLP .59
T7P .43
T5P .39
T9P .38
LI .34
sT .31
PL .31
SI, .30
FI .30
N50 .27
T10P .26
PLP .25

I-vI E-VI
Parameter "r" Parameter "r"
TL .69 TL .84
T100 .68 T100 .79
T90 .57 FI1 .73
T70 .55 T90 .72
PL .53 PL .71
T50 .44 T70 .65
FI .44 T50 .64
sT .33 MEN .62
MEN .31 MED .60
MED .30 MOD .59
MOD .28 MI .59
MI .27 LI .44
N100 .24 TLD .43
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Rank ordering of correlation coefficients for
the regression of 24 parameters on mode for
I-v0, I-VI and E-VI cell types.

Rank 1-v0 1-vI E-vI
order Parameter "r" Parameter "r" Parameter "r"
Qo=

1 MED .99 MED .99 MED .99

2 MI .99 MI .99 MI .99

3 MEN .98 MEN .97 MEN .98

4 T50 .85 LI .81 LI .72

5 T70 .84 FI .69 FI .68

6 T90 .83 N100 .63 RR .59

7 FI .79 ST .60 T90 .59

8 T100 .77 N90O .53 T50 .59

9 SL .76 T50 . .40 T70 .54

10 T9P .75 N70 .35 T100 .51
11 T7P 74 T .33 ST .49
12 5P .71 T70 .33 TLP .47
13 ST .71 T390 .30 TL .46
.28 N100O .35

.28 NGO .30

.26 T9P .28

.17 PL .25

.15 T1l0P .24

.15 N70 .21

.14 SL .20

.13 T5P .18

.11 N50 .17

.07 PLP .14

.07 T7P .13
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rrelations which may even approach randomization. The

coO

reader can use Tables V and VI as references relating to
those parameters which are correlated best with either
respiration rate (RR) or mode (MOD) for each cell type
studied (I-vO, I-VI, E=-VI).

The numerous regression plots presented in Fig-
ures 11-34 are condensed in Figures 35-43 for reader
convenience. In these latter plots, cells are still
separated into I-VO, I-VI and E-VI types, but different
parameters are superimposed in individual plots. Only
the mean regression lines are plotted to avoid confusicn
from overlapping error lines and raw data points. In
each figure, the same parameters are plotted both as a
function of respiration rate (RR) and mode (MOD) for easy
comparison., The respiration rate (RR) and mode (MOD)
scalings are identical to those used in Figures 11-34
and the data ranges are the same. The dependent vari-
able scalings are equivalent for both rate and mode plots
for any one figure and correspond to values selected in
Figures 11-34 with a few appropriate exceptions. Each
axis is labeled with time or percent scales where appli-

cable. Respiration rate (RR) is given in breaths per

minute,

In Figure 35, T50, T70, T90 and T100 are plotted
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Regression of T100, T90, T70 and T50 on RR and MOD for I-VO, I-VI
and E-VI cells. ‘
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TL and PL on KRR and MOD for I-vVO, I-VI and E-VI cells.
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Figure 38. Regression of MEN, MED and MOD on RR and MCD for I-VO, I-VI and
E-VI cells. :
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Figure 43. Regression of TLP and PL? on RR and MOD for I-VO, I-VI and E-VI cells.
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a function of both respiration rate (RR) and mode (MOD)

as

for I-VO, I-VI and E-VI cells. In accordance with the
gefinition of each parameter, T50 < T70 < T90 < T100 for
each of the six plots. Seven comparisons can be made
petween the six panels (e.g., I-VI to I-VO and I-VI to
g-vI for RR and MOD plots and RR to MOD for I-V0O, I-VI
and E-VI plots). For example, the following observations
can be made by comparing adjacent panels in the horizon-
tal plane. Times to reach fractions of the way to the
minimum interval (T50, T70, T90, T100) decrease as the
respiration rate (RR) increases for both inspiratory and
expiratory cells. Vagotomy abolishes this relati&nship
for inspiratory cells. For inspiratory cells, T param-
eters are almost independent of changes in the mode (MOD)
when the vagi are intact (I-VI), but become positively
correlated when the vagal influence is removed (I-VO).
For expiratory cells, T parameters follow changes in the
mode (MOD).

Comparison of adjacent panels in the vertical plane
reveals that TS50, T70, T90 and T100 parameters for expira-
tory cells (E-VI) correlate with either respiration rate
(RR) or mode (MOD), but parameter correlations for in-
Spiratory cells (I-VI, I-VO) depend on the state of vagal

innervation. That is, when the vagi are intact (I-VI),
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p parameters correlate best with the respiration rate
(RR) . When the vagi are cut, the T parameters correlate
pest with the mode (MOD). This reversal is of impor-
tance to consider when comparing rate and depth outputs
of the respiratory system. The reader can make similar
comparisons between other cell and parameter types from
the rest of the superimposed regression plots in Figures
36-43. Major findings from the population data will be
elaborated in the Discussion.

C. Single Cell Data

From the 83 cells (Table III) contributing to the
I-v0, I-Vi and E-VI population data (Figures 11-43), 14
cells have been selected to ‘illustrate single unit re-
sponses to induced or spontaneous changes in respira-
tory rate and/ér depth. The reader should make careful
comparisons between the single cell data presented and
the population plots of Figures 35-43.

One of the important questions to consider in this
study is how well do mode (MOD) interval times of single
Ccells correlate with the depth of respiration. The the-
Oretical reasoning diagrammed in Figure 10 predicts that
for any one inspiratory cell, the mode (MOD) should be
Yeciprocally related to the depth of respiration and in-

dependent of changes in spontaneous respiratory rate.
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Examples from six inspiratory cells (I-VI) are presented
£o qualitatively establish the mode-depth relationship,
point out quantitative cell-to-cell differences and sug-
gest that mode interval times can fluctuate with the spon-
taneous respiratory rate in some circumstances. For each
example, the depth of respiration is defined in relative
terms as the average end inspiratory to end expiratory
jntrapleural pressure difference (AIPP).

Three histograms and interspike interval modula-
tion curves for inspiratory cell C32UI1R are superimposed
in Figure 44A and B respectively. The curves are numbered
consecutively, denoting a chronoldgical data poiﬁt acgui-
sition sequence. Corresponding absolute and percent
changes in the respiratory rate (RR), mode (MOD) and res-
piratcry depth (AIPP) measurements are listed for each
data point in tabular format. In this series, there was
a substantial spontaneous increase in the depth of res-
piration (73.1%) with only a small rate decrease (11.9%).

The

9}

ingle unit response was one of activation. That is,
the histogram interval distribution was shifted to the
left (ficure 44A) resulting in a decreased mode time
(34.53) and the interspike interval modulation curve was
shified downward in a parallel fashion (Figure 44B).

Rate and mode interaction, if any, cannot be ascertained
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# RR % A MOD g A Depth % A
(b/min) (msec) (A cm H20)

1 39.6 0.0 11.6 0.0 5.2 0.0

2 34.8 -12.1 9.2 ~-20.7 8.1 55.8

3 34.9 -11.9 7.6 -34.5 9.0 73.1
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Figure 44.

C32VUI1R. Lffect of spontaneous increase in res-
piratorv depth on histogram (A) and interspike
intcrval modulation curve (B). Data points num-
bered in time sequence. Vagi intact.
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from these data. If one assumes that this cell possesses
characteristics similar to the population data of Figure

16 where mode and rate are reciprocally related, the rate
glowing observed in Figure 44 may limit the mode decrease
during an increase in respiratory depth. From the data
presented in Figure 44 it is reasonable to conclude that
mode time and respiratory depth have a reciprocal rela-
tionship.

Figure 45 shows single cell data for cell C80UILR
obtained during a spontaneous decrease in respiratory
depth (AIPP). 1In this case, the depth decreases propor-
tionately more than the rate increeses (28.0% versus
13.8% respectively) suggesting that the mode increase
(54.5%) is associated with the former. The cell displays
a typical deactivation pattern in which the histogram in-
terval distribution shifts to the right and the inter-
spike interval modulation curve is shifted upward. In
another cell, not pictured, C22UI7R, the increase in the
mode from 10.8 to 13.2 milliseconds (22.2%) was asso-
ciated with a depth chance from 4.4 to 3.7 centimeters
Oof water (-15.9%). The rate change was minimal from

30.7 to 29.7 breaths per minute (-3.3%). These single

Cell examples suggest that mode time and respiratory

depth are reciprocally related.
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carefulvinspection of tabular data in Figures 44
and 45 shows that an absolute depth (AIPP) of about 5.2
to 5.0 centimeters of water is paralleled by mode times
of 11.6 and 22.0 milliseconds respectively. These dif-
ferences in single cell firing frequencies at equivalent
depths can be explained in two ways. First, the two

cats may have had different (and unknown) compliances.
Mode time may be directly related to compliance for any
given volume or depth. Second, the difference may ke at-
tributed to characteristic variations among central in-
spiratory neurons. Both phenomena are probably operative
in the respiratory control system,Abut the following ex—
periment was addressed to the latter point.

In one cat breathing spontaneously, two inspira-
tory cells were recorded simultaneousiy with two sepa-
rate microelectrodes inserted on opposite sides of the
medulla. As shown in Figure 46A, the left cell (I2L)
had a higher discharge frequency than the right cell
(I3R). The histogram plots and frequency modulation
curves of Figure 46B and C, respectively, show firing
bPattern differences between the fast (I2L) and slow (I3R)
cells. Since both cells were recorded at the same time
in the same animal, differences in mode time cannot be

attributed to variations in mechanical cr chemical
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Rather, it is suggested that inherent variabil-

jty exists at the cellular level presumably due to dif-
ferences in cell size, membrane characteristics and in-
terneurone connections. This reasoning explains the
scatter of mode (MOD) values plotted as a function of
respiratory rate (RR) in Figure 16 and probably is a fac-
tor causing scatter of data points in all the regression
plots (Figures 11-34). Because of these cell-to-cell dif-
ferences, quantitation of parameter interactions (e.g.,
MOD versus l1l/depth) cannot be dcne at the single cell
level. That is, gquantitaticn of one cell's characteris-
tics represents a specific individual case. Quantitation
of the whole population requires sufficient sampling of
all representative cell types in the respiratory complex
and statistical averaging of cell discharges in time and
space. The latter is probably handled physiologically at
several synantic levels in the efferent pathway.

Although Figures 44 and 45 suggest that mode
changes are associated with modifications in respiratory
depth, Figure 47 presents evidence that this is not
always the casa. Here, a spontaneous increase in the
Yespiratorv rate occurs (40.8%) which is accompanied
by an increase in the mods (MOD) interval time (31.6%).

Since the maximal change in respiratory depth is at best
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# RR $ A MOD g A Depth g A
{(b/min) {msec) (A cm H20)
1 33.1 £.0 22.8 0.0 6.8 0.0
2 37.0 11.8 26.0 14.0 7.0 2.9
3 39.6 19.6 26.0 14.0 6.8 0.0
4 40.8 23.3 25.2 10.5 7.0 2.9
5 42,2 27.5 26.8 17.5 7.0 2.9
6 46.6 40.8 30.0 31.6 6.8 0.0
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Figure 47.
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c228u15, Effect cf spontaneous increase in respira-
tory rate on histogram (A) and interspike interval
modulation curve (B). Vagi intact.
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y minimal (2.9%), the cellular depression must have

onl

peen due to other factors. It is interesting to note

that the histogram shift to the right (Figure 47A) is not

a smooth transition as seen for the rate elevation. Also,
the interspike interval modulation curve shift is not par-
allel (Figure 47B) as observed for other inspiratory cells
(Figures 44-45). That is, the latter part of the train is
affected to a larger extent than the initial phase of unit
activity. These variations may explain the abnormal mode

modification during spontaneous changes in breathing pat-

terns involving rate, but not depth.

Seven cells have been selected to demonstrate the
effects of certain drugs on discharge patterns. The
pharmacologic agents (pentobarbital scdium, thiopental
sodium, doxapram hydrochloride and morphine sulphate)
were chosen because of their known effects on gross
respiratory function. For example, Figures 48 and 49
illustrate the quantitative responses of cell C62UI3R
to two injections of doxapram. Before discussing the
Physiological responses, however, the format of Figure
49 is described to facilitate reader comprehension of
the data presentation. The data from the six remaining
Cells in this section have identical formats.

In Fiqure 49, the twenty five parameters examined
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Figure 48, C62UI3R. Effect of doxapram on interspike inter- |
val modulation curve: A. 1.6 mg/Kg doxapram given
between Curves 2 and 3; B. 1.6 mg/Kg doxapram given
between Curves 5 and €. Vagi intact.
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text for details.
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