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Abstract

With a growing number of services provided at or to a customer’s home, the familiarity of the service provider, or driver, with the customer’s location is increasingly important. One prominent example is retail distribution, where familiarity with the delivery location can save the driver time. In contrast to other kinds of familiarity (e.g., tasks, customer needs) that continually increase with a larger number of repetitions, location familiarity is primarily established with a driver’s first visit. Thus, familiarity results from operational routing decisions. However, as we show in this paper, there is potential value in considering the tactical value of familiarity and its development over a longer horizon. To this end, we develop and solve a tactical model to specify the long-term implications of improved driver-customer familiarity, introducing a solution methodology for the stochastic and dynamic multi-period routing problem with driver-customer familiarity. Our methodology utilizes a policy that explicitly invests in the familiarity between selected driver-customer pairs, encouraging the development of pairs that are tactically beneficial. We determine the appropriate investment dimensions for each pair, considering which locations a driver has visited and how many drivers have visited a location. We show that under the problem conditions tested this investment policy leads to a reduction in cost compared to a short term, myopic policy, while increasing the overall level of familiarity between drivers and customers and hedging against driver or customer turnover. We also find that focusing only on routing or on exploiting existing familiarity leads to substantial increases in cost.
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1. Introduction

With the growth in services provided at a customer’s location, including retail distribution, home health care, repair service, and parcel delivery, the relationship between the driver delivering the service and the customer has grown in importance. Logistics service providers are increasingly focused on the familiarity that a driver has with the base of customers regularly visited, as this has a direct impact on service related time and customer retention. Familiarity in home health care has been shown to decrease the probability of hospitalization and improve functioning in daily activities (Russell et al. 2011), while the plentiful stories of friendships between UPS drivers and their customers underline the importance placed on these relationships (Patel and Wright 2018).

Familiarity can be gained with the customers and their needs, the service tasks to fulfill, and the location at which the service takes place. Developing familiarity with a customer’s needs is important in home-healthcare, where a caregiver’s knowledge regarding a patient can improve service quality. Task familiarity is important in repair services, where the same tasks are conducted at different customer locations. Developed knowledge of tasks can accelerate future service times regardless of the customers requesting them (Chen et al. 2016). The focus of this paper is familiarity with the location of the customer, such as an understanding of the road network, where to find parking, where a dock is located, etc. While familiarity with a customer’s needs or the required tasks is established gradually with a larger number of repetitions, location familiarity is rather binary as it is primarily established with a driver’s first visit (Zhong et al. 2007). For example, Juan Perez, UPS’s chief information and engineering officer, states, “if you plug in the address to the New York Stock Exchange [in a commercial mapping app], that tool will just drop you off at the front of the building, but in the case of UPS, that’s not useful for us. We need to know where drivers need to go to make pickups and deliveries” (Premack 2019). While a driver may spend considerable time on the first visit, the time required for a second visit should be considerably shorter.

While familiarity is important in practice, drivers have traditionally had customers assigned to them using methodologies that minimize operating cost, with driver-customer familiarity only an afterthought. Familiarity may develop organically, as drivers visit new customers when the routing solution dictates. However, it is advantageous for service providers to integrate familiarity in their long-term planning approaches. At a tactical level, providers should establish and maintain sufficient driver familiarity with consideration for longer term operational cost (which for the purposes of this paper includes routing and service costs), driver turnover and changes in the customer base. This may be achieved by investing in additional driver-customer familiarity early in the planning horizon, allowing for greater flexibility and more robust planning options. An investment in familiarity is made when a driver visits an unfamiliar customer following an extended path.
that results in an increased routing cost. While initially costly, intentionally introducing a customer to a new driver provides routing flexibility in the future, reducing long term routing and service costs. However, selecting an appropriate investment is not trivial as the return on this investment is not immediately realized.

We propose that the value of familiarity between driver and customer primarily depends on the investment magnitude, the existing familiarity that a customer has with the set of drivers and the geographic proximity of unfamiliar customers to a driver’s known customers. A large investment in familiarity between many drivers and customers leads to considerable flexibility in routing later in the horizon, but that investment may be too large to recover over the long term. Alternatively, a small investment may be insufficient to promote familiarity, resulting in a solution similar to one without any investment. Also, if a customer has existing familiarity with many drivers or if an unfamiliar customer is geographically distant from customers familiar to the driver, an investment may not be of benefit. In this paper, we show that it is vital to incorporate all three of these dimensions when developing an effective investment strategy.

To analyze the impact of tactically developing familiarity, we introduce a stochastic, dynamic and multi-period vehicle routing problem with binary driver-customer familiarity (VRPBDCF). The problem comprises an extended number of periods (days), with a horizon that reaches several months. The problem starts with a fleet of unfamiliar drivers and a pool of potential customers. Each driver has a maximum number of working hours per day. Each day a subset of customers requesting service is revealed and each customer’s service time differs depending on familiarity with the assigned driver. The dispatcher determines a corresponding routing solution based on these requests. When a driver serves an unfamiliar customer, the driver gains familiarity with this customer for the remaining periods. The operational objective is to minimize travel and service times across all drivers over all periods.

Solving this stochastic and dynamic problem is challenging. We face a large number of periods and extremely large state, decision, and information spaces. Thus, we draw on heuristics. Our heuristic is based on the idea of targeted “investments” in driver-customer familiarity. We embed the investment strategy in a cost function approximation (CFA), a method of approximate dynamic programming (Powell 2011). A CFA manipulates the cost function of the problem to account for potential future impacts of a decision. In our case, the CFA incorporates the value of familiarities between drivers and customers as a deduction from a daily routing decision’s cost.

To understand the role of investments for driver-customer familiarity, we apply our heuristic to a large-scale, retail distribution network in which drivers move goods from a central warehouse (or depot) to retail stores (or customers) distributed around the warehouse. This analysis provides insights into the interplay of investment magnitude, existing familiarity and geographic proximity by revealing the influence that each
dimension has on the others. It also indicates the importance of an investment policy in the context of this problem. Our policy leads to a reduction in cost and significant increase in familiarity compared to a myopic policy that only considers routing and service costs in the short term. We find that the benefits of investment change as these dimensions are modified. We show that well targeted investments amortize relatively quickly after a few weeks while poorly targeted investments increase cost significantly with no added benefit. Our study also reveals that ignoring familiarity and solely focusing on routing cost in decision making can result in a considerable increase in total cost. Similarly, prioritizing familiarity over efficient routing leads to high cost in the long run. Finally, we establish that familiarity may be particularly valuable to hedge against driver or customer turnover.

We contribute to the field of research by being the first to develop anticipatory investment policies for a vehicle routing problem with familiarity between drivers and customers. We introduce the VRPBDCF and present a Markov decision process model of the problem. We introduce and motivate three dimensions to consider when making investment decisions. We integrate the dimensions in a cost function approximation. Our computational study is a proof of concept to confirm and analyze the importance of the three dimensions, providing insight into how a manager may take these various dimensions into consideration when solving her specific problem.

The paper is outlined as follows. We present related literature on service routing and customer familiarity in §2. In §3, we define the problem and model it as a Markov decision process. We present our CFA in §4. In §5, we conduct our experimental study. The paper ends with a conclusion and an outlook in §6.

2. Literature

In the following, we present the relevant literature. We first present the work most relevant to ours. We then discuss work on consistency routing and workforce training and learning. Finally, we present a summarizing table.

The most relevant work is presented by Zhong et al. (2007), Chen et al. (2016), and Chen et al. (2017). Zhong et al. (2007) were the first to incorporate driver learning into a routing model. Their two phase algorithm first strategically clusters stops into core areas, with a core area served by the same driver each period. The second, operational phase of the algorithm connected the stops within these core areas along with unclassified stops into daily routes. The stops that are not in core areas may be visited by a different driver each period; however, as a driver learns the neighborhood around a stop, she services that neighborhood more quickly. Our work differs from Zhong et al. (2007) for the following reasons. First, Zhong et al. (2007) consider a different type of problem with many different customers. Instead of driver-customer familiarity,
they focus on territory familiarity and strategic assignment of core territorial areas to drivers instead of specific customer locations. Second, the assignment is a constraint in the operational problem where routing cost is minimized myopically every day over 30 days. Thus, the dynamic development of familiarity is not considered in their method and drivers are not trained explicitly.

Chen et al. (2016) and Chen et al. (2017) incorporate learning when considering the assignment of technicians serving numerous customers. Over a sequence of days, each day, a set of tasks need to be performed by a technician workforce. Based on the assignment decision in one day, the experience level of the workforce changes and tasks can be performed faster than before. In Chen et al. (2016), the technicians are routed myopically every day based on the most cost-efficient routing. Future developments are ignored. In Chen et al. (2017), no routing is considered. Similar to our work, the authors present anticipatory methods that incorporate the impact of a current assignment decision on the future cost.

Our work differs from Chen et al. (2016) and Chen et al. (2017) for several reasons. First, both papers focus on technician-task familiarity but not the familiarity of drivers and customers. So, a driver may be unfamiliar with a previously visited customer, if the customer requests a different task, and, a driver may be familiar with a task at a customer the driver never visited before. Thus, the routing becomes more a constraint for the assignment problem than a part of strategic considerations. In contrast to Chen et al. (2017), we consider familiarity in the context of a routing problem. In particular, we show that suitable investments in familiarity depend on the familiarity of the driver to other customers in the same neighborhood. In contrast to Chen et al. (2016), we make anticipatory routing decisions. We show that anticipation leads to a reduction in cost and a significant increase in familiarity.

2.1. Consistency Routing

Familiarity is closely related to consistency of service between customers and drivers. Consistency implies that a customer should be served by the same driver for each visit, such as in cases where a driver needs a key or security clearance. To address consistency, Groër et al. (2009) introduce the consistent vehicle routing problem (ConVRP). The ConVRP is an extension of the period vehicle routing problem in which the daily routes are constructed such that a customer is visited by the same driver each day she requests service. Consistency of service has been studied in a variety of settings (Kovacs et al. 2014), including small package shipping, health care, and inventory replenishment. Of note is that the majority of these papers constrain the requirement for consistency, such that every customer must be served by the same driver across all visits. While utilizing constraints guarantees consistency, it likely comes at an increased routing cost. For example, Smilowitz et al. (2013) quantify the tradeoff between minimizing routing cost and maximizing consistency of service, finding that a focus on driver consistency leads to an increase in distance of up to 5.2 percent.
Some research enforces consistency by including it in the objective instead of the constraints. Smilowitz et al. (2013), Kovacs et al. (2015b) and Lian et al. (2016) all consider multiple objectives with a particular focus on travel time and driver consistency, but also include region (Smilowitz et al. 2013) and arrival time consistency (Kovacs et al. 2015b). Sungur et al. (2010) use a multi-objective analysis to consider the time required to complete all routes and the similarity of the routes from day to day, improving upon both metrics relative to a real world solution methodology. Focusing on the inventory routing problem, Coelho et al. (2012) relax the requirement that all customers are visited by one driver with a penalty term in the objective function, proportional to the number of extra vehicles assigned to each customer. This is used to evaluate the amount by which the solution cost increases when the penalty is incorporated. Hewitt et al. (2016) present a simple heuristic that anticipates future demand by incorporating dummy service requests located at the vehicle depot. As demand is realized, the dummy customer is replaced by the location of the actual customer and routed accordingly.

Several papers test the impact of consistency on routing cost by parameterizing the number of drivers and adjusting this value for various scenarios (Kovacs et al. 2015a, Luo et al. 2015, Braekers and Kovacs 2016). Battini et al. (2015) use a simulation to compare scenarios in which a fixed set of routes is created and used on a daily basis, thereby serving each customer with the same driver, with routes that are modified on a daily basis depending on customer demand. Consistency in the Traveling Salesman Problem (TSP) is evaluated by Subramanyam and Gounaris (2016) who compare the cost of optimal solutions for the TSPLIB instances with and without consistency.

Our paper extends the understanding of the relationship between the benefits and costs of driver-customer familiarity, revealing how incurring up front costs can lead to greater long term benefits. We note that our problem is stochastic and dynamic, such that methodologies developed for the ConVRP cannot be applied.

2.2. Workforce Learning and Training

Several papers address the impact of workforces gaining experience, either by learning or training. The experience that a driver gains by developing familiarity with a customer base can be classified as a hierarchical skill (De Bruecker et al. 2015), such that a driver with more experience can perform more tasks, or perform certain tasks faster or better. While considerable research has focused on scheduling a workforce based on the skills that each worker possesses (De Bruecker et al. 2015), more limited is work that considers how those skills transform over time through training or learning. Training is a planned activity that occurs on the job or externally, with time or resources allocated for a worker to be trained. Learning is something that happens automatically as the worker completes her standard tasks. Our research incorporates aspects of both training and learning literature. Training has benefits but comes at a cost, whether that involves
dedicating worker time or paying a worker to learn a new skill, or decreased productivity by assigning a worker to a task so that he or she may gain experience. Learning traditionally does not have an explicit cost associated and happens as a part of a worker’s standard daily tasks.

Some attention has been given to driver learning, as seen in Zhong et al. (2007), Chen et al. (2016) and Chen et al. (2017). However, we are not aware of any research that has considered driver training as it relates to routing or operational improvement. There is some literature on training in a general service setting (Fowler et al. 2008, Li and Li 2000, Marentette et al. 2009). Valeva et al. (2017a) and Valeva et al. (2017b) incorporate practice time into their models. When practicing, a worker may be assigned a task in order to learn, but this practice time results in no productive output.

2.3. Summary

Table 2 provides a summary of literature that is relevant to this paper. We differentiate work with respect to the following categories: Period length, which is the planning horizon the paper considers; Stochasticity, whether the paper considers uncertainty in at least one problem component, usually, the customers to serve; Anticipation, whether the proposed method anticipates the impact of a decision on future costs; Routing, whether the paper addresses the routing of vehicles to serve customers; Familiarity: whether the paper considers familiarity (“Constrained” indicates that the customer must be served by the same driver/worker on each visit, “Objective” indicates that familiarity is incentivized by being incorporated in the objective value); Learning/Training, whether the paper considers learning or training (“Learning” indicates that worker performance improves with experience, “Training” indicates that a cost is incurred for workers to gain experience); and Workforce, whether the problem considers a heterogeneous workforce, such as with different skill levels for technicians.

3. Problem Definition

In this section, we present the problem statement. We then model the VRPBDCF as a Markov decision process (MDP, Puterman 2014). Finally, we give an example for the MDP.

3.1. Problem Statement

Over a sequence of days, a provider serves customers with a fleet of drivers. Regulatory guidelines limit the hours available in a driver’s working day. Each customer requests service intermittently, with these requests known only at the beginning of each day. Thus, each day, a subset of the overall set of customers requires service. We denote these customers as “active” customers. The dispatcher then determines a set of routes for the drivers to serve the active customers. Cost is determined by the amount of time the drivers
Table 1: Literature Classification

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Period length</th>
<th>Stochastic</th>
<th>Anticipatory</th>
<th>Routing</th>
<th>Familiarity</th>
<th>Learning/Training</th>
<th>Workforce</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhong et al.</td>
<td>2007</td>
<td>30 days</td>
<td>X</td>
<td>X</td>
<td>Objective</td>
<td>Learning</td>
<td>Homogeneous</td>
<td></td>
</tr>
<tr>
<td>Haughton</td>
<td>2008</td>
<td>300 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gour et al.</td>
<td>2009</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sungur et al.</td>
<td>2010</td>
<td>42 days</td>
<td>X</td>
<td>X</td>
<td>Objective</td>
<td>Learning</td>
<td>Homogeneous</td>
<td></td>
</tr>
<tr>
<td>Cioholo et al.</td>
<td>2012</td>
<td>6 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tarantilis et al.</td>
<td>2012</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smilowitz et al.</td>
<td>2013</td>
<td>5 days</td>
<td>X</td>
<td>X</td>
<td>Objective</td>
<td>Learning</td>
<td>Homogeneous</td>
<td></td>
</tr>
<tr>
<td>Fidell et al.</td>
<td>2014</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Objective*</td>
<td>Learning</td>
<td>Homogeneous</td>
<td></td>
</tr>
<tr>
<td>Kovacs et al.</td>
<td>2014</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buitini et al.</td>
<td>2015</td>
<td>30 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Learning</td>
<td>Homogeneous</td>
<td></td>
</tr>
<tr>
<td>Kovacs et al.</td>
<td>2015a</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kovacs et al.</td>
<td>2015b</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Objective</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Luo et al.</td>
<td>2015</td>
<td>7 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Braekers and Kovacs</td>
<td>2016</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al.</td>
<td>2016</td>
<td>29 days</td>
<td>X</td>
<td></td>
<td>Objective</td>
<td>Learning</td>
<td>Heterogeneous</td>
<td></td>
</tr>
<tr>
<td>Hewitt et al.</td>
<td>2016</td>
<td>94 days</td>
<td>X</td>
<td>X</td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lian et al.</td>
<td>2016</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Objective</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subramanyam and Gounaris</td>
<td>2016</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chen et al.</td>
<td>2017</td>
<td>120 days</td>
<td>X</td>
<td>X</td>
<td>Objective</td>
<td>Learning/Training</td>
<td>Heterogeneous</td>
<td></td>
</tr>
<tr>
<td>Subramanyam and Gounaris</td>
<td>2017</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valeva et al.</td>
<td>2017a</td>
<td>10 days</td>
<td>X</td>
<td></td>
<td>None</td>
<td>Learning</td>
<td>Heterogeneous</td>
<td></td>
</tr>
<tr>
<td>Valeva et al.</td>
<td>2017b</td>
<td>20 days</td>
<td>X</td>
<td></td>
<td>None</td>
<td>Learning</td>
<td>Heterogeneous</td>
<td></td>
</tr>
<tr>
<td>Campeiro et al.</td>
<td>2018</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Xu and Cai</td>
<td>2018</td>
<td>5 days</td>
<td>X</td>
<td></td>
<td>Constrained</td>
<td>Homogeneous</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our Work</td>
<td>2019</td>
<td>120 days</td>
<td>X</td>
<td>X</td>
<td>Objective</td>
<td>Learning/Training</td>
<td>Heterogeneous</td>
<td></td>
</tr>
</tbody>
</table>

spend serving all customers over the course of the day. This time is spent either driving from customer to customer or serving the customer.

The familiarity between driver and customer determines the service time required for each visit, with this time decreasing as familiarity increases. Familiarity is assumed to be binary. If a customer is served by an unfamiliar driver, this driver then gains familiarity with that customer for future visits. All drivers and customers are initially unfamiliar with each other, gaining familiarity when the driver first visits the customer (the model and methodology can be easily extended to instance settings where familiarity is already partially established). This is supported by well established research on learning curves in manufacturing, technician routing and vehicle dispatching (Wright 1936, Zhong et al. 2007, Chen et al. 2016), finding that the largest jump in familiarity is after an individual’s first exposure to an activity. The most information is generally gained on the first visit to a customer, such as where to park, which dock door to use, what tools are needed, etc.

The service provider has two goals in mind. They primarily want to serve the customers cost-efficiently. Thus, the objective of this problem is to minimize the working time of all drivers across all periods. However, the provider would also like to gain familiarity between drivers and customers to allow efficient and high quality service. This also allows the provider to prepare for future changes in driver availability, such as with driver turnover. While the objective is to minimize cost, we analyze how our decisions impact familiarity in our computational study.

3.2. Markov Decision Process

The problem at hand is a stochastic and dynamic decision problem. It is stochastic because the set of active customers only becomes known at the beginning of each day. It is dynamic because a sequence of
decisions need to be made, one decision per day. Furthermore, current decisions change driver familiarity and therefore impact potential future outcomes.

A stochastic and dynamic decision problem can be modeled as a Markov decision process (MDP). An MDP models the problem as a sequence of decision states. In each state, a decision is made and costs are observed, followed by a stochastic transition that leads to the next decision state. In the following, we define decision states, decisions, costs, and transitions for our problem. But first, we introduce some general notation for the problem.

**General Notation**

We assume a set of \( K \) drivers serve customers from a set \( N \) over a sequence of periods (days) \( 1, \ldots, P \). The drivers start at the depot \( 0 \). The depot and customers form the set \( N^0 \). The service area is represented by a complete graph \( G = (N^0, A) \), with the set of directed arcs \( A \) connecting nodes in \( N^0 \). Each arc \((i, j) \in A\) is associated with a non-negative travel cost in minutes \( c_{ij} \). If a driver is familiar with a customer, the service at this customer requires \( t_{\text{familiar}} \) minutes. Otherwise, the service requires \( t_{\text{unfamiliar}} \) minutes. The maximum working time per driver and day is denoted by \( T \).

**Decision State**

The decision state comprises all information necessary to make a decision. We denote the decision state in period \( p \) as \( S_p \). For our problem, the decision state \( S_p \) consists of two components: the set of active customers to serve in the period and the current familiarity between drivers and customers. The set of active customers is denoted by \( N_p \subseteq N \). The set including the depot is denoted \( N^0_p = N_p \cup \{0\} \). Each customer has a probability of \( \nu \) to request service in a period \( p \). The expected number of customers to request service in a given period is therefore \( \nu \times |N| \).

The familiarity between a customer \( i \) and a driver \( k \) in period \( p \) is represented by the binary variable \( f_{ikp} \in \{0, 1\} \). If driver \( k \) is familiar with customer \( i \) in period \( p \), the variable is 1. Else, the variable is 0. The familiarity in the beginning of period \( p \) is summarized in matrix \( F_p = (f_{ikp})_{i=1,\ldots,N,k=1,\ldots,K} \).

Based on the familiarity matrix \( F_p \), we can also generate a service time matrix \( t_p \) with

\[
  t_{ikp} = \begin{cases} 
    t_{\text{familiar}} & \text{if } f_{ikp} = 1 \\
    t_{\text{unfamiliar}} & \text{otherwise}.
  \end{cases}
\]

We set the service time at the depot to 0, such that \( t_{0kp} = 0 \) for all \( k \) and \( p \). A state can be summarized as \( S_p = (N_p, F_p) \).
A decision \( a_p \) in period \( p \) is made regarding the assignment of active customers to drivers as well as the routing of drivers. Thus, every decision results in the solution of a vehicle routing problem. In the following, we present a mixed-integer formulation of this routing problem.

The decision \( a_p \) determines the assignment of customers to drivers and the arc routing variables. The assignment is denoted by variable \( y_{ikp} \) and the routing by variable \( x_{ijkp} \) as follows:

\[
y_{ikp} = \begin{cases} 
1 & \text{if customer } i \in N \text{ is visited by driver } k \in K \text{ in period } p \\
0 & \text{otherwise}
\end{cases}
\]

\[
x_{ijkp} = \begin{cases} 
1 & \text{if driver } k \in K \text{ traverses arc } (i, j) \in A \text{ in period } p \\
0 & \text{otherwise}
\end{cases}
\]

A decision \( a_p = (y_p, x_p) \) is feasible, if the following constraints hold:

\[
\sum_{k \in K} y_{ikp} = 1 \quad \forall i \in N_p \quad (1a)
\]

\[
\sum_{i,j \in N_p^0} (c_{ij} + t_{ikp}) x_{ijkp} \leq T \quad \forall k \in K \quad (1b)
\]

\[
\sum_{j \in N_p^0} x_{ijkp} = y_{ikp} \quad \forall i \in N_p, k \in K \quad (1c)
\]

\[
\sum_{j \in N_p^0} x_{ijkp} = \sum_{j \in N_p^0} x_{jikp} \quad \forall i \in N_p^0, k \in K \quad (1d)
\]

\[
\sum_{i,j \in Q} x_{ijkp} \leq |Q| - 1 \quad \forall Q \subseteq N_p; k \in K \quad (1e)
\]

\[
y_{ikp} \in \{0, 1\} \quad \forall i \in N_p; k \in K \quad (1f)
\]

\[
x_{ijkp} \in \{0, 1\} \quad \forall i, j \in N_p^0; k \in K \quad (1g)
\]

Constraints (1a) ensure that a customer \( i \in N_p \) is visited by a driver. Constraints (1b) ensure that the time limit holds for each driver. We note that a tight constraint can theoretically lead to no feasible solutions. Constraints (1c) link the \( x_p \) and \( y_p \) variables for the customers in set \( N_p \). Constraints (1d) ensure flow conservation at each node \( i \in N_p^0 \). Constraints (1e) are the subtour elimination constraints which also guarantee that each route contains a stop at the depot. Finally, constraints (1f) and (1g) define the binary variables for assignment and routing.

The costs of a state and a decision are the sum of routing and service costs:
\[ C(S_p, a_p) = \sum_{i,j \in N^p, k \in K} (c_{ij} + t_{ikp}) x_{ijkp}. \] (2)

**Post-Decision State**

A combination of a state \( S_p \) and a decision \( a_p \) leads to a known post-decision state \( S^a_p \). The post decision state only contains the updated familiarity matrix \( F^a_p \) with \( f^a_{ikp} = \max\{f_{ikp}, y_{ikp}\} \).

**Exogenous Information and Transition**

The exogenous information is observed between post-decision state \( S^a_p \) and new state \( S_{p+1} \). We denote a realization as \( \omega_{p+1} \). The exogenous information provides the set of new customers \( N^\omega_{p+1} \). Based on \( \omega_{p+1} \), the transition function \( W(S^a_p, \omega_{p+1}) \) leads to a new state \( S_{p+1} = (N^\omega_{p+1}, F^a_p) \).

**Solution: Decision Policy**

A solution for a Markov decision process is a decision policy \( \pi \). A policy \( \pi \) assigns a decision \( A^\pi(S_p) \) to every state \( S_p \). The overall set of policies is defined as \( \Pi \). An optimal solution \( \pi^* \in \Pi \) minimizes the expected cost:

\[ \pi^* = \arg \max_{\pi \in \Pi} \mathbb{E} \left[ \sum_{p=1}^{P} (C(S_p, A^\pi(S_p))|S_0) \right]. \] (3)

The optimal policy minimizes the expected costs over all periods starting with state \( S_0 \).

### 3.3. Example

In the following, we give a small example to illustrate the components of the Markov decision process and to motivate our solution methodology. Figure 1 presents a state \( S \). For the sake of simplicity, we omit index \( p \) in this formulation. The depot is indicated by the black square. Customers are indicated by circles. In the example, we have an overall set of 7 customers. Four of the customers are active (1, 2, 3, and 4).

Familiarity is represented by the shading of a customer. Customers with vertical stripes (2, 4 and 5) are familiar only with driver 1. Customers with horizontal stripes (1, 3 and 6) are only familiar with driver 2. Customers with both vertical and horizontal stripes (7) are familiar with both drivers. In the example, the service time for a familiar customer is 20 minutes. The service time for an unfamiliar customer is 40 minutes.

For the example, the maximum working time per driver is set to 200 minutes. For the purpose of presentation, we assume drivers travel on a Manhattan grid in this example. The travel time of each segment is 6 minutes.
Figure 1: Example for a State $S$

The state can be summarized as $S = (\{1, 2, 3, 4\}, F)$ with

$$F = \begin{pmatrix}
0 & 1 & 0 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 & 1
\end{pmatrix}.$$ 

Based on state $S$, different decisions $a$ can be made. In the following, we present two potential decisions $a^1$ and $a^2$ in Figure 2a and b, respectively. Each decision determines a routing for driver 1 and driver 2, represented as a dashed line and dotted line, respectively. In decision $a^1$, driver 1 serves customers 2 and 4 and driver 2 serves customers 1 and 3. In decision $a^2$, driver 1 serves customers 3 and 4 and driver 2 serves customers 1 and 2.

Decision $a^1$ leads to the smallest cost in state $S$ with:

$$C(S, a^1) = 10 \times 6 + 2 \times 20 + 14 \times 6 + 2 \times 20 = 100 + 124 = 224$$ minutes. Decision $a^2$ leads to higher cost with:

$$C(S, a^2) = 10 \times 6 + 20 + 40 + 12 \times 6 + 20 + 40 = 120 + 132 = 252$$ minutes, or 28 additional minutes.

However, the decisions lead to different familiarity in the post-decision states. The familiarity in post-decision state $S^{a^1}$ is the same as in the previous state: $F^{a^1} = F$. The familiarity in post-decision state $S^{a^2}$
Figure 2: Example of the two potential decisions a) $a^1$ and b) $a^2$; and the next states and minimum cost solution for $\omega$ resulting from decisions c) $a^1$ and d) $a^2$.

is different with

$$F^{a^2} = \begin{pmatrix} 0 & 1 & 1 & 1 & 0 & 1 \\ 1 & 1 & 0 & 0 & 1 & 1 \end{pmatrix}.$$  

The entry for driver 2 and customer 2 changed from unfamiliar to familiar, as did the entry for driver 1 and customer 3 (both bolded).

The two different decisions lead to two different new states for the same stochastic realization. In the example, we assume that the realization is $\omega = \{2, 3, 4, 5, 6\}$. Thus, customers 2, 3, 4, 5, and 6 need to be served in the next period. The next states and minimum cost solution for $\omega$ resulting from decisions $a^1$ and $a^2$ are shown in Figure 2c and d, respectively. The solution for post-decision state $S^{a^1}$ results in a minimum
cost of:

\[ C(S^{a_1}, a^3) = 14 \times 6 + 3 \times 20 + 12 \times 6 + 2 \times 20 = 144 + 112 = 256 \]

minutes. Post-decision state \( S^{a_2} \) has a minimum cost of:

\[ C(S^{a_2}, a^4) = 12 \times 6 + 3 \times 20 + 8 \times 6 + 2 \times 20 = 132 + 88 = 220 \]

minutes, with a savings of 36 minutes (if the routing for post-decision state \( S^{a_2} \) is used for post-decision state \( S^{a_1} \), the service time cost increases by 40 while the routing cost only decreases by 36). Thus, after only one period the investment, or additional time of 28 minutes, from decision \( a^2 \) has been recovered, with an additional savings of \( 36 - 28 = 8 \) minutes. The flexibility afforded by this decision has allowed for both drivers to visit a set of familiar customers at a lower routing cost. Note that in the solution relating to post-decision state \( S^{a_1} \), driver 2 bypasses unfamiliar customer 2 as it would result in a greater cost than having driver 1 visit this customer. Therefore, no new familiarity has been gained and the lack of investment in familiarity is likely to incur additional costs in later periods. Although decision \( a^2 \) has resulted in a higher cost in the first period, it has reduced the cost in the following state. We use this premise in the generation of our solution method.

4. Solution Method

In this section, we present our solution method. We first describe the motivational considerations for investment in familiarity. We then present how those considerations are incorporated into our cost function approximation. We revisit the example to highlight the impact of our method. Finally, because our computational evaluation requires a fast solution of the VRP for each state visited, we present a runtime-efficient heuristic for the VRP with deadlines and heterogeneous service times.

4.1. Motivational Considerations

Solving the MDP with dynamic programming is very challenging because of the Curse of Dimensionality. The state comprises the period, the set of customers to serve, and the familiarity between customers and drivers. Assuming \( N \) potential customers, \( K \) drivers, and \( P \) periods, the number of potential states is the product of possible familiarity matrices, the subset of customer requests, and the number of periods:

\[ 2^{K \times N} \times 2^N \times P. \]

In our computational study, we test instances with 10 drivers, 120 potential customers, and 120 periods leading to a prohibitively high number of states. The decision space consists of all vehicle
routing solutions. Searching the decision space is by itself an NP-hard problem. The information space
contains all subsets of the set $N$ leading to $2^N$ potential transitions per state and decision.

Thus, we draw on approximate dynamic programming, namely, cost function approximation (CFA). The
most cost-efficient decision in a state is myopic because it ignores the impact of the decision to future states
and costs. A CFA manipulates the cost function in a way that future costs are captured in the selection
based on the manipulated cost function. One major advantage of CFAs is that the same conventional routing
methodology can be applied without any additional simulations. Instead, future costs are approximated
conceptually by identifying important dimensions of the state space. Based on the selected state space
parameters, the cost function value of a decision is modified, often artificially increased or decreased. As
Powell (2017) notes, CFAs are an “important class of policy that has been overlooked by the research
community.” CFAs are particularly suited to large-scale optimization problems such as the one presented
here because they are able to “easily handle very high-dimensional data.”

Our CFA is motivated by the concept of “investing” time to increase familiarity, enabling more efficient
routing in the future. We consider an investment to be an intentional and state dependent deduction from the
cost function that makes what would otherwise be a cost prohibitive move attractive. If a customer and driver
are not familiar with each other, we introduce an artificial reduction in cost that makes attractive sending the
driver to that customer, a move that might otherwise increase total cost in comparison to a myopic solution.
We denote this reduction in state $S_p$ for driver $k$ to visit customer $i$ in period $p$ as $I_{ikp}$. Our manipulated cost
function can be defined as follows:

$$C_I(S_p, a_p) = \sum_{i,j \in N_p, k \in K} (c_{ij} + t_{ikp} - I_{ikp})x_{ijkp}.$$ 

The amount $I_{ikp}$ indicates the value given to an investment in familiarity between driver $k$ and customer $i$
in period $p$. The CFA needs to determine such a value for every driver-customer pair in every state.

Investing in the “right” familiarity is challenging. Introducing familiarity to every potential driver-
customer pair may yield a gain that is small relative to a high cost. Alternatively, sporadic investments will
not provide sufficient benefit to justify the cost. Thus, a targeted investment is needed. In the following, we
motivate and present the three dimensions that will be used to identify the “right” investments:

- **Investment Magnitude**: An investment in familiarity should not have such a significant cost that
we may not be able to recover this investment in future states, while there is a sufficient investment
to provide a tangible return. The investment magnitude is the baseline time that is invested in the
familiarity between any driver-customer pair.
• **Existing Familiarity**: If a customer is known by only one or two drivers, it may be worthwhile to invest in additional familiarity to gain routing flexibility for future states. However, if many drivers already know a customer, the benefits are likely limited. Thus, the investment decisions should depend on the number of drivers already familiar with a customer.

• **Geographic Proximity**: Familiarity with a customer enables efficient routing of adjacent customers. Thus, investments should consider the proximity of a customer to other customers already known to the driver. This is determined by limiting the distance that a driver may travel from a familiar customer to an unfamiliar one.

In our computational study, we will show that all three dimensions are required for effective investments in driver familiarity.

4.2. Algorithmic Implementation

These dimensions are used to determine the values for $I_{ikp}$, calculated as follows:

$$I_{ikp} = (1 - f_{ikp}) \times M \times \left( \frac{1}{|F(i)| + 1} \right)^q \times n_{ikp}$$  (4)

where:

- $M$ is the investment magnitude, or the baseline time that is deducted when a driver visits an unfamiliar customer;
- $q$ is the discount factor associated with the existing familiarity of a customer, or the number of drivers familiar with customer $i$, $|F(i)|$, $q \geq 0$;
- $n_{ikp}$ is the variable indicating if customer $i$ is in geographic proximity of another customer familiar with driver $k$, equal to 1 if so and 0 otherwise. Proximity is determined by the time required for driver $k$ to reach customer $i$ when traveling from the nearest customer that the driver is already familiar with. This proximity is limited using a maximum time parameter, $t_{max}$.

Increasing the investment magnitude leads to increasing values of $I_{ikp}$, increasing the existing familiarity of a customer decreases $I_{ikp}$ because of the discount factor, and increasing the geographic proximity with the parameter $t_{max}$ increases the number of driver-customer pairs that may be considered for investment. We note that as the problem progresses and $p$ increases, customers become familiar with more drivers, increasing $|F(i)|$ and decreasing $I_{ikp}$. Because of the existing familiarity factor, the investments diminish once a certain saturation in familiarity is achieved.
In summary, the cost function $C_I$ becomes:

$$C_I(S_p, a_p) = \sum_{i,j \in N_p, k \in K} \left( c_{ij} + t_{ikp} - (1 - f_{ikp}) \times M \times \left( \frac{1}{|F(i)| + 1} \right)^q \times n_{ikp} \right) x_{ijkp}. $$

We now revisit the example of Section 3 to show the impact of the investment dimensions. We draw on the state in Figure 1. The familiarity matrix in this state is

$$F = \begin{pmatrix} 0 & 1 & 0 & 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 0 & 1 & 1 \end{pmatrix}.$$  

As an investment in relationships where familiarity has already been established does not add benefit, only those driver-customer pairs where $f_{ik} = 0$ are eligible for investment. We chose parameters $t_{max} = 12$, $q = 1.0$, and keep $M$ abstract. As transit time on any segment is six minutes, parameter $t_{max} = 12$ leads to a neighborhood of two street segments. The only customers that are two segments or fewer from another customer are 3, 4, and 5, such that only $n_{3k}, n_{4k}, n_{5k} = 1$, for both drivers. Parameter $q = 1.0$ leads to a linear decrease in investment with increasing number of drivers knowing a customer. However, because the example only considers two drivers and every customer is known by one driver at this stage, this leads to a discount of $\left( \frac{1}{|F(i)| + 1} \right)^q = \frac{1}{2}$ for customers eligible for investment.

In summary, we obtain the following investment matrix:

$$I = \begin{pmatrix} 0 & 0 & \frac{M}{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{M}{2} & \frac{M}{2} & 0 & 0 \end{pmatrix}.$$  

Taking into consideration the familiarity matrix, we may construct the $t - I$ component of the cost function to understand how this investment impacts decision making. Recall that $t_{\text{familiar}} = 20$ and $t_{\text{unfamiliar}} = 40$. The matrix $t - I$ becomes:

$$t - I = \begin{pmatrix} 40 & 20 & 40 - \frac{M}{2} & 20 & 20 & 40 & 20 \\ 20 & 40 & 20 & 40 - \frac{M}{2} & 40 - \frac{M}{2} & 20 & 20 \end{pmatrix}.$$  

Recall the two potential decisions depicted in Figure 2. In the original example, decision $a^1$ leads to a cost of 224 and no familiarity gain. Decision $a^2$ leads to a cost of 252 and familiarity gains between driver
1 and customer 3 as well as driver 2 and customer 2. Our method reduces the cost of visiting customer 3 with driver 1 by $M_2$ (with no impact on the driver 2 – customer 2 pair as customer 2 is not within $t_{max}$ of another customer). A positive value of $M$ reduces the element of $t - I$ associated with this pairing, thereby reducing the overall cost. For $M > 56$, the investment reduces the cost of visiting customer 3 with driver 1 by more than 28 minutes and decision $a^2$ results in a lower cost than $a^1$. For $M = 56$, both decisions are of equal value. For $M < 56$, decision $a^1$ has a lower cost because the time to visit customer 3 with driver 1 is not sufficiently reduced. An alternative decision may swap the routes of the drivers from those shown in $a^2$, such that driver 2 gains familiarity with customer 4 and the investment similarly reduces cost, resulting in the same total cost.

4.3. Routing Heuristic

For our experiments, a routing heuristic is required to determine a decision $a_p$ in every state $S_p$. This routing heuristic needs to account for heterogeneity in the customer’s service time. Because our experiments require applying the heuristic millions of times, the heuristic also needs to be very runtime efficient.

We propose a construction heuristic and a neighborhood search. Conventional VRP-heuristics such as Savings or Sweep do not allow for heterogeneous service times. Alternatively, insertion procedures tend to complete one tour before starting the next. Thus, we apply a compromise between Savings and Insertion procedures in our construction heuristic, combined with an improvement procedure. Our method generates the $K$ tours simultaneously. It randomly selects an unassigned customer and assigns it by means of cheapest insertion. The cheapest insertion considers both heterogeneous service times and potential investments. To keep the initial tours balanced, an insertion in a tour is only feasible if the resulting tour has at most one more assigned customer than the current tour with the fewest assigned customers. We generate a set of initial solutions following this procedure. For each initial solution, we use an improvement procedure by randomly removing customers from one tour and checking for an improved insertion position in the remaining tours. In the improvement steps, we omit the balancing constraint. The best found solution is then applied in our experiments.

The algorithmic details are presented in Algorithm 1 in Appendix 1. In our computational study, we generate a set of 200 initial solutions and cycle through 1000 improvement iterations per initial solution. The runtimes are generally less than one second with experiments performed on an AMD Ryzen Threadripper and 64 GB memory. However, because the heuristic is applied 24,000 times for the evaluation of a policy, this leads to runtimes of about 6 hours for each parametrization of a policy.
5. Computational Evaluation

In this section, we describe the characteristics of the representative problem that we use to depict the interplay of the three investment dimensions. We outline the three policies that benchmark the investment policy. We then identify the values for each of the investment dimensions used for the computational analysis, demonstrating the impact these have on solution quality. Finally, we present the computational analysis.

5.1. Representative Problem

To evaluate the long-term impact of tactical investments in familiarity, we utilize a representative retail distribution problem that offers a real world context for our analysis. Consider a set of retail stores within a conurbation that are to be served from a central warehouse by a fleet of vehicles. Stores request delivery frequently, but not every day. Requesting stores are known just prior to the start of operations on a particular day, with the capacity of each vehicle sufficient to handle all assigned demand. We consider a simplified binary learning pattern of service times motivated by the driver’s knowledge of a store’s receiving process. This process may include locating the store, finding the correct unloading area/dock, reporting to the store manager, unloading goods and completing delivery review. After completing the receiving process at a particular store, a driver will likely perform the necessary sequence of actions considerably more quickly during the following visit.

We generate instances of this representative problem with a horizon that allows for both investment in familiarity and the opportunity to observe the impact of that investment. Also, in theory, there may be realizations where no solution can be found with the total work time constraints (1b) being satisfied. In our experiments, the instances are created in a way that this is avoided and a feasible solution may always be found. Specifically, the problem includes 120 retail stores uniformly distributed in a square 50 KM by 50 KM service area, with the warehouse located at the center of the square. Each day, each store has a probability of requesting service of $\nu = \frac{70}{120}$. Thus, in expectation, 70 stores are randomly selected to request service from the warehouse. We utilize ten drivers over the entire problem horizon, such that each driver serves on average seven stores per day, a common value in delivery to retail stores (Figlioizzi 2007). Each driver has a maximum working time of eight hours per day. For simplicity we consider that drivers move at a pace of 30 KPH in Euclidean space. Literature suggests that Euclidean distances should be multiplied by a factor of 1.3 to approximate road network distances (Boscoe et al. 2012). Thus, we can assume a driving speed of $30 \times 1.3 \approx 40$ KPH within the service area. With respect to service time, a driver requires $t_{\text{unfamiliar}} = 40$ minutes to visit an unfamiliar store. A familiar store requires half of that time, such that $t_{\text{familiar}} = 20$ minutes. The problem horizon $P$ is set at 120 periods, or approximately half a year.
of operations. Each of these parameters is selected to ensure that a feasible solution may be constructed for each day of the problem horizon. Using these parameters, we generate 200 instance realizations, each comprised of 120 days, such that we determine 24,000 VRP solutions per policy.

5.2. Benchmark Policies

To evaluate the benefit of a tactical investment in familiarity, we compare the algorithm using several different policies. The policies differ only by the cost function that is used within our heuristic. An investment policy follows our proposed strategy of routing drivers to visit unfamiliar customers early in the problem horizon to gain later benefit. The cost function is as previously defined \( C_I(S_p, a_p) = \sum_{i,j \in N_p^0, k \in K} (c_{ij} + t_{ikp} - I_{ikp})x_{ijkp} \). In addition to this policy, we determine solutions using a:

- **myopic** policy, where \( C_M(S_p, a_p) = \sum_{i,j \in N_p^0, k \in K} (c_{ij} + t_{ikp})x_{ijkp} \), which considers routing and service time costs without familiarity investment. This policy balances routing and service, but without consideration for future decision making.

- **routing** policy, where \( C_R(S_p, a_p) = \sum_{i,j \in N_p^0, k \in K} c_{ij}x_{ijkp} \), which considers routing cost first, and assumes a static service time for all driver-customer pairs when determining total work time to establish feasibility as defined by constraint (1b). As familiarity is not considered, we must assume that all service times are the unfamiliar time of 40 minutes in order to ensure that all routes are feasible. Service time may be reduced after route creation on each day via neighborhood search, iteratively switching the routes of two drivers with a goal of increasing the number of drivers matched with familiar customers. We apply 200 such iterations per found solution.

- **service time** policy, where \( C_{ST}(S_p, a_p) = \sum_{i,j \in N_p^0, k \in K} t_{ikp}x_{ijkp} \), which considers service time cost first. In case of several identical solutions, the one with minimal routing cost is selected. While this policy does not incorporate routing cost, total work time is also limited by constraint (1b).

It may be expected that a policy that considers both routing and service time costs will have a lower total cost than a policy that only considers one of those costs. However, we include both routing and service policies because it is fairly common in many industries for one of these to be adopted and it is of interest to see how they perform relative to the investment or myopic policies.

5.3. Investment Dimension Values

The parameters that most directly influence the investment policy are the dimensions, \( M, q \) and \( t_{max} \) (which determines the value of variable \( n_{ik} \)), used to calculate the investment matrix \( I \). If \( I \) is too large, it is
difficult to recover the investment in the later stages of the problem horizon. If \( I \) is too small, driver-customer relationships that may be beneficial are not developed. To evaluate the interplay of these dimensions, show how they each impact total cost, and determine the best value of each to use for the analysis comparing policies, we run the 200 test scenarios for each value over a specified range. A range of \([0,30]\) in increments of 5 is tested for the investment magnitude, \( M \), and the parameter defining geographic proximity, \( t_{max} \). The values 0, 0.5, 1 and 2 are tested for the discount factor, \( q \). To find a point of comparison, we first determine the dimension values that generate the solution with the lowest cost. We test every combination of these dimensions, such that \( 7 \times 7 \times 4 = 196 \) combinations are evaluated. The lowest total cost is realized with an investment magnitude of \( M = 20 \) minutes, an existing familiarity discount factor of \( q = 0.5 \), and a maximum travel range of \( t_{max} = 15 \) minutes.

Appropriately calibrating each of these three dimension values is vital to solution quality and can influence decision making. To determine the sensitivity of the total cost to the dimension values, two are fixed at the value that generates the lowest cost and the third is tested across the range of possible values. Figure 3 shows the increase in total cost as each dimension value is modified from the value with the lowest cost.

Modifying any of the investment dimensions results in an increase in total cost, highlighting the interdependencies between the three dimensions. Cost is most significantly impacted by a change in the investment magnitude when this dimension is greater than 20 minutes. Setting this parameter above 20 minutes creates more familiarity, but the additional time investment does not result in a comparable reduction in routing or service time later in the problem horizon. When \( M \) is less than 20 minutes, the incentive to develop more driver-customer relationships declines and opportunities that decrease cost later in the problem horizon are not explored.

The geographic proximity of unfamiliar customers also impacts the total cost. Expanding \( t_{max} \) allows for investments that have a driver gain familiarity with a larger set of customers, but with diminishing returns. When \( t_{max} \) is greater than 15 minutes, the cost of routing a driver to visit more distant unfamiliar customers outweighs the benefit of increased familiarity. Limiting the distance the driver may travel to visit an unfamiliar customer to less than 15 minutes has a similar effect to limiting \( M \), as fewer driver-customer relationships may be developed.

The discount factor on the existing familiarity of drivers with a customer has a considerable impact on total cost when set equal to 0, such that this component of \( I \) is equal to 1 regardless of the value of \( F(i) \) for any customer. By eliminating this component, investments may be made when numerous drivers are already familiar with a customer, generating redundant relationships that do not offer benefit. To a lesser extent, the total cost increases with \( q \) above 0.5, with \( I \) decreasing as \( q \) increases. Thus, the number of drivers that a
customer has existing familiarity with should not be strictly limited. Numerous drivers may be unnecessary, but a second or third driver with whom a customer is familiar offers operational flexibility. This is further explored in Section 5.4. We use the values of $M = 20$, $q = 0.5$ and $t_{\text{max}} = 15$ for the remainder of the analysis.

While the combination of parameters determined here will vary for different problem characteristics, we highlight the importance of correctly calibrating these values to minimize cost. A transportation manager should be aware that the amount of time she is willing to invest in driver’s gaining new familiarity, the distance she is willing to allow drivers to travel to visit unfamiliar customers, and the number of drivers she wants familiar with one customer all have a considerable impact on the savings that can be gained through an investment policy.
5.4. Comparative Analysis

In the following, we compare the results of the investment policy and the benchmark policies. We first analyze the cost of the policies, determining how decision making changes over time by looking at the breakdown in daily costs, and then we observe the impact on familiarity. We note that these results hold for the specific problem conditions that were tested and they may vary as the problem instance varies. However, they do indicate the potential for benefit from the use of an investment policy.

Cost

We first compare the various policies using total cost. When evaluating one policy, we find the standard error between costs across the 200 instances to be below 0.1%. Figure 4 shows the reduction in cost for the investment policy when compared to each of the benchmark policies. This is calculated as $\frac{C_{\text{policy}} - C_I}{C_{\text{policy}}}$ for each policy. By only focusing on service or routing cost, the total cost is 8%-10% greater than with the investment policy. When both costs are minimized using the short-term, myopic focus, the tactical investment policy still maintains a cost advantage (in the trucking industry where profit margins are often in the range of 1%-5%, such savings can be significant). The investment in developing driver-customer relationships over the 120 day problem horizon has not only been recovered, it has led to additional savings.

To provide insight into how the routing and service costs differ by policy, Figure 5 presents the average daily routing and service costs for each policy. The investment policy has a slightly greater service cost than the myopic policy as it develops more familiar driver-customer pairs. However, this increased service cost leads to an even greater reduction in routing cost, as the increased familiarity allows for more routing flexibility. The service policy further reduces the service cost, but the routing cost is much greater as it is not considered in the objective function. Interestingly, the routing policy has a greater routing cost than

![Figure 4: Reduction in total cost of investment policy relative to each of the benchmark policies](chart.png)
both the investment and myopic policies. By assuming homogeneous service times of 40 minutes for all
driver-customer pairs, feasible routes are shorter and have less flexibility than with policies that consider
heterogeneous service times. In Appendix 2, we present an additional analysis of more flexible routing
policies that take into consideration the length of service time. These further underline the importance of
considering both routing and service costs in order to minimize total cost.

We may dissect the costs by day, with Figure 6 showing the daily cost of the investment policy separated
into routing and service costs. The service cost is further divided into the cost when a driver visits an
unfamiliar or familiar customer. We first observe that the overall cost decreases over time, which is intuitive
since service time decreases as drivers have gained familiarity with more customers in later periods.

The investment policy initially incurs a significant service cost for drivers to visit unfamiliar customers
as familiarity is generated. By the 25th day the service cost for unfamiliar driver-customer pairs is below 80
minutes, such that fewer than two new pairs are introduced each day moving forward. This indicates that the
investment in familiarity is primarily early in the problem horizon, allowing for the benefits to be realized
over a longer period. The routing cost increases over the first several days (for all policies) as detours are
made to exploit the short service times for the already familiar driver-customer pairs. This cost quickly
stabilizes after sufficient familiarity has been established.

A further evaluation may be made by comparing the daily costs of the investment policy and the myopic
policy. We focus here on a comparison with the myopic policy as the difference in cost with the routing
and service policies is considerably greater, as shown in Figure 4. Figure 7 shows the difference in daily
cost between the investment and myopic policies, separated into routing and service costs. The service cost for the investment policy is considerably greater than for the myopic policy over the first several days as investments are made to develop familiarity between more driver-customer pairs. As there is a difference in service time of 20 minutes between visiting a familiar and unfamiliar customer, we note that over the first eight days at least one additional driver-customer pair gained familiarity each day, with at least two additional pairs over the first four days. The difference in service cost eventually converges close to zero.

The benefit of this investment is reflected in the difference in routing cost. With the additional flexibility offered by more familiar driver-customer pairs, the routing cost is considerably lower for the investment policy early in the problem horizon. As the myopic policy develops familiarity organically over time, the difference in routing cost decreases. However, over the course of the majority of the problem horizon, this difference is greater than the difference in service cost. This can be seen in the total difference in cost. Over the first three days, the investment in familiarity is such that the difference in service cost outweighs the difference in routing cost. By day four, the total cost of the investment policy drops below that of the myopic policy. This behavior shows that the investment in familiarity quickly realizes benefit.

**Familiarity**

While a cost analysis provides a contrast between the policies, the level of familiarity between customers and drivers is also of interest. Figure 8 shows the amount that familiarity changes across the different policies. Total familiarity is measured by summing the number of driver-customer pairs familiar with each
other at the end of the problem horizon. The percentage difference in familiarity is:

\[ \frac{\sum_{i \in N} (|F_{policy}(i)| - |F_I(i)|)}{\sum_{i \in N} (|F_{policy}(i)|)} \]

for each policy, where \( |F_{policy}(i)| \) and \( |F_I(i)| \) are the number of drivers familiar with customer \( i \) when using the tested policy and when using the investment policy, respectively. The standard error for familiarity across 200 instances with one policy is below 1%. Familiarity is decreased by almost 25% with the myopic policy and, as seen in Figure 4, this comes at a greater cost. That is, the investment policy has allowed for an increase in driver familiarity not at a cost, but with cost savings. As the service time policy focuses on exploiting existing familiarity, with most customers only gaining familiarity with one driver, the investment policy has an increase in familiarity of more than 100%. Incorporating a homogeneous service cost, the routing policy generates many unnecessary driver-customer relationships as evidenced by an increase in familiarity of almost 60%. More than half of the customers are visited by five or more drivers over the problem horizon, which is likely excessive from a customer perspective.

We may similarly analyze the distribution of familiarity to customers for all policies. It may be desirable to have at least two drivers familiar with a customer in the event that there is driver turnover or a driver is on vacation, but interacting with more than two or three drivers may degrade the service experience for the customer and limit the familiarity benefit per driver. Figure 9a presents the number of customers who are familiar with a certain number of drivers. Under the investment policy, almost all customers are familiar with two or three drivers. The myopic policy has considerably more customers that are only familiar with one driver, while almost all customers are visited by one driver under the service policy. While attractive from
a service perspective, assigning only one driver to a customer limits operational flexibility. In addition to allowing for driver off days or turnover, having an additional driver that is familiar with a customer provides more routing options. This may slightly increase service cost, but it results in a greater decrease in routing cost. This may ultimately allow for more customers to be served each day and, if demand is sufficient, this could prevent customers from being denied service due to capacity limits. Under these circumstances, it may be necessary to provide some explanation to customers served with two drivers.

In reality, there may be some circumstances where full familiarity is only gained after the driver has made several visits. To evaluate this level of familiarity, we determine how often each customer is visited by a specific driver. Figure 9b shows the number of customers who have been visited by 1, 2, 3 or 4 of the drivers, revealing a similar structure to Figure 9a. With the investment policy most customers are visited more than five times by at least two drivers, while the myopic policy has the majority of customers who are
visited more than five times by only one driver. The service policy has almost all customers visited by one driver, while the routing policy has almost all customers visited five times by at least three different drivers.

5.5. The Value of Investments

In the previous section, we show that the investment policy leads to an increase in familiarity and that this familiarity decreases daily operational costs. This increase in familiarity may have another, long-term value for companies by allowing them to hedge against driver or customer turnover. While turnover in drivers or customers results in loss of familiarity, the additional familiarity generated through the investment policy earlier in the problem horizon may allow for more flexibility and a reduction in cost. To quantify this, we take the familiarity solutions obtained by each of the policies and run two additional experiments that consider driver turnover and customer turnover. In reality, turnover is a process with both drivers and customers entering and leaving the system over the course of weeks and months. Because of computational limitation, we approximate the impact of turnover by considering the day after a driver or customer turnover happened.

To analyze driver turnover, we replace an existing driver with a new driver by setting the familiarity vector for this driver to zero at the end of the problem horizon, extending the horizon by one day. We apply the heuristic to all four policies for this additional day to determine the difference in cost when a new driver is introduced into the system. We do this for every driver, resulting in 10 new familiarity matrices for each of the 200 problem instances. For each matrix, we execute 100 evaluation runs of this final day. We then calculate the average value of the 1000 evaluation runs for each of the 200 instances. Customer turnover is analyzed similarly, except we randomly replace approximately 10% of the customers with new customers. The new customers have no familiar drivers and new coordinates in the service area sampled from the same uniform distribution as the original customers. We repeat this procedure to generate 10 new familiarity matrices to test both policies. We again execute 100 evaluation runs for each new matrix and calculate the average value for each of the 200 instances.

Table 2 presents the results of this analysis. With driver turnover, the average cost reduction for the investment policy relative to the myopic policy is 1.8%, while it is 0.6% for customer turnover (as indicated earlier, a cost savings of 1% can be significant for a trucking firm). There are more opportunities to save costs with driver turnover as the additional driver-customer relationships generated by the investment policy allow for a driver who leaves to be more easily replaced by an existing driver. The myopic policy is more likely to have to assign a new driver to a customer as there is a greater probability that customer was only familiar with the one driver who was replaced. The benefit of the investment policy is even greater relative to the service and routing policies. With the service policy, almost every customer is familiar with only one
driver, so it is almost guaranteed that the customers who were served by the driver who leaves will be visited by a new driver. Even with the redundant familiarity developed over the problem horizon, the routing policy performs very poorly as it considers homogeneous service times when creating routes. The alternate routing policies presented in Appendix 2 perform considerably better, with both showing a 2.9% cost reduction relative to the investment policy. This is because both have established familiarity between many more driver-customer pairs, such that it is less costly to replace the driver who leaves, and heterogeneous service times are considered during route development.

With customer turnover, the investment policy still offers a reduction in cost as the additional familiarity allows for more routing flexibility, but there is no reduction in service cost as it is not possible to have established familiarity with a new customer. Thus, there is a slight reduction in the benefit of the investment policy across all other policies with customer turnover. The same is true of both alternate routing policies found in Appendix 2, as having many drivers familiar with many customers does not have the same advantage when there are new customers. Alternate routing 1 results in a 0.1% increase in cost relative to the investment policy and alternate routing 2 results in a 0.1% decrease in cost.

We also observe the range of values for the percentage difference in cost across the 200 instances tested. Because demand patterns differ for each evaluation run, the cost reduction varies from run to run and some results lead to a cost reduction for the myopic policy relative to the investment policy. The range in reduction in cost for the investment policy is fairly narrow relative to the myopic and routing policies with both driver and customer turnover, while at least 97% of runs result in a positive cost reduction relative to all policies. The range is greater for the service policy as turnover guarantees that new familiarity will have to be established, but the cost of this can vary dependent on which driver or customer has been replaced. While this analysis only considers one day of turnovers, the observations indicate that the amount of investment should be coupled to the problem horizon and turnover frequency. For a long horizon, establishing more familiarity may lead to higher savings. For higher turnover frequency, more familiarity leads to both a decrease in the familiarity lost by drivers and customers leaving the system and more flexibility when turnovers happen.

6. Conclusion

In this research, we have addressed the value of familiarity between drivers and customers in a service routing application. To this end, we have introduced a stochastic and dynamic multi-period routing problem with binary driver-customer familiarity (VRPBDCF). Considering a large problem horizon of several months, a subset of customers requires service by a fleet of drivers on each day. Once a driver has visited a customer, the driver gains familiarity with this customer. The familiarity leads to more efficient service,
Table 2: Results for benchmark policies relative to investment policy with driver or customer turnover

<table>
<thead>
<tr>
<th>Type of turnover</th>
<th>Policy</th>
<th>Average cost reduction</th>
<th>Lower range</th>
<th>Upper range</th>
<th>% of runs with positive cost reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver Myopic</td>
<td>1.8%</td>
<td>0.1%</td>
<td>3.8%</td>
<td>99.5%</td>
<td></td>
</tr>
<tr>
<td>Service</td>
<td>8.3%</td>
<td>5.1%</td>
<td>13.4%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Routing</td>
<td>22.2%</td>
<td>20.2%</td>
<td>24.1%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Customer Myopic</td>
<td>0.6%</td>
<td>-0.7%</td>
<td>2.2%</td>
<td>97%</td>
<td></td>
</tr>
<tr>
<td>Service</td>
<td>7.0%</td>
<td>4.0%</td>
<td>11.9%</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Routing</td>
<td>19.9%</td>
<td>18.4%</td>
<td>21.8%</td>
<td>100%</td>
<td></td>
</tr>
</tbody>
</table>

with lower costs for serving the customer with that driver.

In a computational study focusing on a retail distribution problem, we have shown the importance of considering the long-term impact on familiarity in day-to-day routing decisions. To this end, we have presented a method that explicitly invests in establishing familiarity for selected driver-customer pairs. An investment of reasonable size is made when the driver already knows customers in the neighborhood of the customer under consideration and when there is not already a sufficient number of drivers familiar with the customer. We have shown that under these problem conditions investment decisions can reduce operational cost in the long run while substantially increasing the overall level of familiarity between drivers and customers. This increased familiarity further reduces cost when driver or customer turnover is considered. We have also shown that focusing only on routing or on exploiting existing familiarity leads to substantial increases in operational cost. Most importantly, we present insights that are highly relevant to a transportation manager, that the familiarity gains of an investment policy are contingent on the proper calibration of three dimensions: investment magnitude, existing familiarity between drivers and customers, and geographic proximity of unfamiliar customers to a driver’s known customers.

There are several avenues for future research. Because of the tremendous computational burden, our study focuses on one problem setting, a retail distribution network, to analyze the impact of familiarity and investment decisions. This instance setting also reflects characteristics of less-than-truckload, technician, or service routing where customers are served repeatedly and the time for serving customers is significant. Future research may focus on variants of the VRPBDCCF that integrate additional, application-specific characteristics such as time-windows or capacity constraints. In our study, we assumed binary familiarity, meaning that drivers gain familiarity with the first visit of the customer, which, while reasonable in the context of our problem, is a simplifying assumption. Future research may focus on more elaborate models
of learning and forgetting. We note that both our Markov-model and our method can be transferred to such learning models by suspending the integrality assumption within the familiarity matrix.

Finally, our policy establishes a more familiar driver workforce at no cost (even reducing cost). Such an increase in familiarity is shown to hedge against changes in the workforce and customer base. While our turnover experiments were limited due to the computational burden, future research may take a closer look at turnovers (and their reasons) in both of these populations. The amount of investment should be tailored to the turnover rate when the relationship between the two is not trivial. With low turnover, investments remain in the system and provide long term gain. However, when turnovers occur, some familiarity investments may be lost, but investments in drivers or customers that remain allow for more flexible reactions to such turnovers. Additionally, while consistency in customer service may come at an increased cost, it generally leads to happier customers and drivers and, therefore, fewer turnovers.
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**Appendix 1**

In Appendix 1, we present the details of our routing heuristic. The procedure is described in Algorithm 1. Input for the algorithm is the set of active customers $N_p$, the familiarity matrix $F_p$, and the investment matrix $I$. Output is the routing decision $a_p$. The algorithm creates $m$ starting solutions as follows. A solution starts with an empty set of routes $a_{temp}$. Subsequently, a customer $n_{temp}$ is selected with function $\text{Random}(N_{temp})$ from the set of unassigned customers $N_{temp}$. This customer is inserted by function
BalancedInsertion\((a_{\text{temp}}, n_{\text{temp}}, F_p, I)\). This function maintains the current assignments and sequences in \(a_{\text{temp}}\). It then checks for routes in \(a_{\text{temp}}\) whether insertion is feasible because it does not cause an imbalance between the routes. To this end, the function determines the route in \(a_{\text{temp}}\) with the minimal number of assignments. Every route in \(a_{\text{temp}}\) with the same number of assignments is eligible for insertion. For each of the eligible routes, the algorithm determines the insertion position that increases the current routing cost by the least possible amount. The calculation considers service times based on \(F_p\) and investments by \(I\). Because of the investment, the calculated routing cost may be smaller than the actual cost. If the duration of the route exceeds the time limit, the route is not considered further for this customer. For all feasible routes the algorithm then compares the calculated increase in routing cost and inserts customer \(n_{\text{temp}}\) in the route with the smallest value. Then, customer \(n_{\text{temp}}\) is removed from the set of unassigned customers \(N_{\text{temp}}\).

Eventually, the algorithm obtains a starting solution \(a_{\text{temp}}\). This solution is now improved \(h\) times. The improvement step comprises randomly selecting a customer \(n_{\text{temp}}\), removing this customer from the routes \(a_{\text{temp}}\), and inserting the customer with function \(\text{Insertion}(a_{\text{temp}}, n_{\text{temp}}, F_p, I)\). This function works as \(\text{BalancedInsertion}\) but without the balancing constraint. Eventually, a solution candidate is obtained. The candidate is compared to the current best solution. For comparison, function \(\text{Cost}(a_{\text{temp}}, F_p, I)\) is applied calculating the overall routing cost with respect to the investment matrix \(I\). The best solution candidate over all \(m\) runs is returned by the algorithm. In our computational study, we set \(m = 200\) and \(h = 1000\).

Appendix 2

As shown in Sections 5.4 and 5.5, the routing policy performs quite poorly relative to the other policies because heterogeneous service times are not considered. While this is reflective of many existing commercial routing software packages, in which service time is static, it is of interest to determine if this policy can be competitive with consideration for heterogeneous service times. To evaluate this, we test two alternate routing policies, both of which still use the cost function \(C_R(S_p, a_p) = \sum_{i,j \in \mathcal{N}^p_k, k \in K} c_{ij} x_{ijkp}\). These policies are:

- Alternate routing 1 - considers routing cost first, incorporating heterogeneous service times that are adjusted based on previously developed familiarity when determining total work time feasibility of routes.

- Alternate routing 2 - same as alternate routing 1, with swapping of drivers after route development. Service time may be reduced after route creation on each day via neighborhood search, iteratively
Algorithm 1: Routing Heuristic

Input: Active Customers $N_p$, Familiarity Matrix $F_p$, Investment Matrix $I$
Output: Routing Solution $a_p$

1. $C^* \leftarrow \infty$  // Best Found Solution Value
2. for $(i = 1, \ldots, m)$  // Initial Starting Solutions
   do
3. $N_{temp} \leftarrow N_p$  // Set of Customers
4. $a_{temp} \leftarrow$ empty routes  // Starting Solution
5. while ($N_{temp} \neq \emptyset$)  // Insertion Procedure
   do
6. $n_{temp} \leftarrow$ Random($N_{temp}$)  // Select Random Customers
7. $a_{temp} \leftarrow$ BalancedInsertion($a_{temp}, n_{temp}, F_p, I$)  // Insert Customer
8. $N_{temp} \leftarrow N_{temp} \setminus \{n_{temp}\}$  // Set of Customers
9. end
10. for $(j = 1, \ldots, h)$  // Improvement Step
11. do
12. $n_{temp} \leftarrow$ Random($N_p$)  // Select Random Customers
13. $a_{temp} \leftarrow$ Remove($a_{temp}, n_{temp}$)  // Remove Customer
14. $a_{temp} \leftarrow$ Insertion($a_{temp}, n_{temp}, F_p, I$)  // Insert Customer
15. end
16. $C_{temp} \leftarrow$ Cost($a_{temp}, F_p, I$)  // Evaluate Solution
17. if $C_{temp} < C^*$  // If Better Solution
18. then
19. $a_p \leftarrow a_{temp}$  // Update Best Solution
20. $C^* \leftarrow C_{temp}$  // And Cost
21. end
22. end
23. return $a_p$

switching the routes of two drivers with a goal of increasing the number of drivers matched with familiar customers. We apply 200 such iterations per found solution.

These routing policies were both tested in the same fashion as the other policies. We evaluate them relative to the investment policy and include the original routing policy for comparison. Figure 10 presents the reduction in total cost found using the investment policy relative to the three routing policies. Alternate routing 1 finds considerable improvement by considering heterogeneous service times, creating more efficient, feasible routes using the more precise service information. Alternate routing 2 further reduces cost by swapping drivers across routes to increase familiarity.

Figure 11 presents the routing and service costs for the investment, routing and alternate policies. Alternate routing 1 has the lowest routing cost of all policies, but the greatest service costs. It finds the shortest routes on a daily basis without taking into consideration which drivers should serve which customers. While the route lengths are minimized, the service cost is much greater because of the multiple drivers visiting each customer. Alternate routing 2 reduces the service costs by swapping drivers between routes to find more familiarity. However, by doing this early in the problem horizon, some routing flexibility is sacrificed later.
and the routing cost is greater than with alternate routing 1 (and the investment policy). This emphasizes the importance of incorporating service costs into the routing, as done with both the investment and myopic policies.

The increase in familiarity across driver-customer pairs for alternate routing 1 is also shown in Figure 12. With this policy, each driver visits almost all customers over the problem horizon. Swapping drivers between routes does reduce the redundancy, but almost all customers are still visited by at least three drivers, as with the original routing policy. This indicates that even when considering heterogeneous service times and using a post-routing improvement step to reduce service times, a policy that focuses on routing results in redundancies in familiarity, increases in service cost and even an increase in routing cost.
Figure 11: Average daily routing and service costs (in minutes) for investment, routing and alternate policies

Figure 12: Percentage change in the number of familiar driver-customer pairs for routing and alternate policies relative to investment policy