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CRAML emphasizes content validation processes at the input stage to ML. Independent 

validation in which a third researcher hand-coded 706 chunks indicates an initial 91% match 

between an independent third party and the extrapolation of rules, suggesting a high degree of 

inter-rater reliability in ability to detect characteristics of no poach clauses. While our emphasis 

is to ensure that there is strong inter-rater reliability between the CRAML user and an 

independent observer in this test example, we do not claim perfect identification of all no poach 

clauses or any legal conclusions. For a regulator or lawyer, additional scrutiny would be 

required; our goal is to identify and classify with precision the no poach language within an 

ocean of text and pinpoint its location. Step 2 yields a dataset for training a ML classification 

model, or, if the underlying corpus is small enough (as is the case here), rules can be applied to 

the entire dataset and reveal which filings contain tags according to the specified rules. 
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Step 3: Training ML Classifiers to Build Structured Datasets 

While an extrapolation of rules to all chunks in the dataset is possible, CRAML also yields 

data on which a ML classification model, or classifier, can be trained. ML has the advantage 

over exact rules of recognizing new and unseen instances, as well as overcoming messy data and 

inconsistent use of language in unique situations. Although many algorithms exist for such a 

training process, the CRAML framework trains a binary classifier for each tag. In other words, 

each training dataset is created from a rules file, which contains one or more tags. Accordingly, 

each classifier can be traced back to a rule set to perform a 0/1 classification for the tags included 

therein. The training process is described in greater detail in Appendix C. Once the classifier is 

trained, it can be deployed to classify the original data, i.e., the entire unstructured text corpus, or 

can be used on other text sources. This represents the completion of the CRAML framework, as 

one can now build a structured, labeled dataset from the unstructured text of a document corpus 

using a ML model. This entire final process is illustrated in Figure 5. 

Evaluating the Model 

In this empirical context, we train a no poach classifier built on training data from the 

franchise disclosure documents. We use the classifier to build datasets and compare the rules-

based approach and the ML approach using the same data. The “no poach” classifier is built with 

training data from a 10% sample plus all positive instances (no poach tag=1) in the full sample. 

This is done to combat class imbalance, as positive instances are very rare. Thus, when the 

occurrence of positive or negative tags is very low, manual augmentations to training data such 

as this are required to receive acceptable model performance. We obtain an accuracy score of 

0.99, precision of 0.97, recall of 0.96, and an overall F1-Score of 0.97. The harmonic mean of 



27 

precision and recall (or F1-score) is based upon a comparison between the ML output and the 

training dataset.  

Figure 5: Third process in the CRAML Framework – Train Classifiers 

 

Figure 6 displays the percent of all rule-detected and ML-detected no poach clauses in the 

California corpus within each year for each record filed from years 2013-2022 (with partial data 

for 2022). As seen in Figure 6, the ML classifier identifies more suspected no poach clauses than 

the rules, and this increases in 2021. Additional research using this corpus is pinpointing fine-

grained characteristics of language in these documents that restrict employee mobility. Even so, 

the ML-detected pattern is similar to the rule-based analysis. It shows that from 2015-2017, over 

60% of the records contain suspect no poach clauses, after which there was a decline until the 

percent stabilizes below 40%. This suggests that the interventions that followed Krueger and 

Ashenfelter (2022) decreased the prevalence of no poach language in franchise documents. The 
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continued prevalence of these clauses, despite interventions from authorities, requires further 

investigation: while no poach clauses continue to exist, inspection of the text chunks reveals that 

while some remain the same as before the intervention of the Washington State Attorney 

General, others now limit their applicability to more favorable jurisdictions or restrict their 

application to highly compensated employees.  

Figure 6: Analysis of Suspect No Poach Clauses in California Franchise Documents 

 

The above statistics reflect performance of the model at the “chunk” level. If an expert were 

looking to confirm that certain documents contain no poach clauses, the record is the level of 

analysis where they would want to begin their search. Given over 150,000 documents stored in 

nearly 13,000 records, this could be a daunting task. Moving to the level of the records, the no 

poach classifier closely matches the rule-generated results, with only 22 false negatives and 672 

false positives in 12,922 records. Thus, at the record level, ML model achieves a 0.95 F1-score, 

0.996 recall, 0.91 precision, and accuracy of 0.946. 
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A further inspection of chunks reveals that a significant portion of the false positives are in 

fact related to other language that accompanies no poach clauses and belong properly in the 

context of anti-competitive language in these documents: jurisdictional restrictions on no poach 

clauses, language that applies no poach clauses only to specific employees, and language that 

creates non-compete clauses. Precision at the level of the record would be 0.04 higher (0.95) if 

one concludes these clauses are relevant to a search for anti-competitive language.  

The results of CRAML are fully traceable to choices made in the construction of a rule set 

for the no poach classifier. If one were dissatisfied with the model performance, or wanted to 

adapt the specific definition of the no poach construct, it would be possible to “steer learning” 

and achieve a desired result by changing rule sets and thus re-shaping the training data. A user 

could add or remove all jurisdictional, narrow, and non-compete language from the no poach rule 

set to achieve a more discriminating classifier. A user could also combine all the rules to make a 

single classifier that memorizes a larger construct related to all types of anti-competitive 

language that appear in the documents. 

DISCUSSION 

The CRAML method enables the systematic and structured process of creating novel datasets 

from unstructured text corpora. The result harmonizes advanced, automated information 

extraction and ML techniques with the input and expertise from manual analysis performed by 

supervising researchers. The exploration and iterative process performed during the context rule 

creation stage involves work that is not only difficult to perform automatically, but also that will 

arguably never come close to matching the diversity and expertise of human experts with domain 

knowledge. As a result, this intermediate stage in the framework incorporates a human element 

lacking in modern classification frameworks. 
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Future Directions 

Technical Improvements 

Future research directions regarding the technical backbone of the CRAML framework aim 

to bolster the extrapolation stage of the pipeline. Embeddings can improve the transformation of 

context rules to datasets (Li, Larsen, and Abbasi 2020). With embeddings added to the 

extrapolation method, the need for training a ML classifier in the end may become obsolete. A 

second area of future work involves building tools to aid the domain expert in the initial, manual-

driven stages of the CRAML process. Keyword extraction, topic modeling, automatic rule 

induction, and knowledge graphs could all be useful tools in supporting the domain expert to 

express his or her worldview, as well as explore large text corpora in a richer way. Text 

generation models could also assist in augmenting and building custom training data. 

Although the focus is currently placed on ML techniques, the role of more advanced 

classifiers remains an open area of investigation. Deep Learning, in particular sequential models, 

could prove to be powerful in boosting the predictive capability of models trained on CRAML-

generated datasets. Of course, this would come with the added overhead of extra training and 

parameter tuning, which must also be considered for future endeavors. 

Computational Social Science 

CRAML is designed with flexibility and web-based sources of text in mind. A plug-in was 

created to integrate DocumentCloud (used by journalists and academics to post government 

documents) for the project related to no poach agreements. New plug-ins could draw data from 

web-based sources of text such as Twitter. To address a concern in Porway (2022), government, 

civil society, and non-governmental organizations could develop context rule sets to capture text 

relevant to their interests and publish or license ML classifiers that provide useful feeds and 


