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The winners, as well as the organizers and sponsors of the IEEE Low-Power Computer Vision Challenge, share their insights into making computer vision (CV) more efficient for running on mobile or embedded systems. As CV (and more generally, artificial intelligence) is deployed widely on the Internet of Things, efficiency will become increasingly important.

Computer vision (CV) is at the center of the past decade’s impressive improvements of learning-based artificial intelligence (AI). It also remains one of the grand challenges in AI, where significant R&D effort is required to achieve CV’s fullest potential. One of the driving forces assessing progress in CV is competitions that compare different solutions using the same datasets. Most CV competitions focus on accuracy, without the consideration of efficiency on hardware with limited resources. As a result, researchers use increasingly deeper neural networks (NNs), running on fast computers (sometimes supercomputers) with one or more GPUs. Since 2015, the IEEE Low-Power Computer Vision Challenge (LPCVC) has compared CV solutions running on battery-powered devices such as mobile phones and miniature autonomous robots. Over the years, 108 teams from around the world have submitted more than 500 solutions for CV problems including object detection, image classification, moving-object tracking, and character recognition. This virtual roundtable collects the opinions from experts in efficient CV about the status of technologies and directions for future improvements. LPCVC was called the Low-Power Image Recognition Challenge (LPIRC) in 2015–2019. It was renamed LPCVC in 2020 when a video track was added.
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YU WANG: Our team started studying energy-efficient hardware design for NNs in 2012. By 2015, we had already formalized our software-hardware co-design methodology for efficient NN inference. We chose to participate in LPCVC to validate our workflow.

YING WANG: The challenge is unique because it concerns the realistic implementation of cutting-edge embedded CV systems, while most of the other competitions overemphasize a single aspect or design goal of the algorithms. It is very worthwhile and exciting to push the efficiency limit of solutions in real hardware devices and under the performance and power constraints.

SOONHOI HA: My main research area is the design methodology for embedded systems. As machine learning (ML) applications are becoming more popular in embedded systems, we were naturally interested in how to support ML applications in an embedded system that has tight constraints on real-time performance and energy consumption. When we were introduced to LPIRC early 2017, we were just starting to study deep learning. I thought it was a good way to participate in a challenge to understand the problem and find the related research issues, such as which hardware platform and algorithm to use, how to optimize the software with resource constraints, how to optimize multiple design objectives, and so on.

ATLAS WANG: Low-power CV (LPCV) is a very important topic and one of my main interests. LPCV provides an influential and authoritative platform to pursue real use cases and benchmark achievable performances.

Since 2015, the IEEE Low-Power Computer Vision Challenge has compared CV solutions running on battery-powered devices such as mobile phones and miniature autonomous robots.

SONG HAN: LPCVC pushes the frontier of LPCV on edge devices; new TinyML techniques always emerge during the competition.

TAO SHENG: LPCVC builds a strong community of LPCV from both academia and industry. It’s a great experience to know cutting-edge solutions used to solve the efficiency problem of CV from all the participants.
LPCV research may have important implications for alleviating global warming and achieving carbon neutrality.

its influence. CV technologies, with applications that impact security and biometrics, image and video synthesis, 3D CV, representation learning, and improving model efficiency, are enabling the creation of opportunities for the future. The Computer Society fosters this type of growth and activity, and as a professional Society, also delivers a forum for discussing the implications of the technology—its potential, policies, trends, and ethics. With the growth potential of CV, the Computer Society will continue to influence R&D efforts and foster new areas of focus.

LPCV RESEARCH

COMPUTER: How is LPCVC relevant to activities in the IEEE Computer Society?

MICHELLE TUBB: Supporting the development of CV technologies is an important part of the Computer Society's mission. The Computer Society has the Technical Community on Pattern Analysis and Machine Intelligence, which addresses pattern recognition, artificial intelligence, expert systems, natural language understanding, image processing, and CV. This community counts among its conference portfolio the Computer Vision and Pattern Recognition (CVPR) conference. The Guide2Research placed CVPR at the top of all conferences in computer science in terms of deployment tools at that time could not fill the gap between complex NN models and their constrained resources. Only critical, breakthrough research in academia can effectively close this gap. Thus, LPCV is a good start for bridging the gap between academia and industry. LPCV research may have important implications for alleviating global warming and achieving carbon neutrality.

WANG (YING): LPCV needs the cooperation of both the software and hardware communities, and to solve one of the most important technical issues that prevents the powerful CV technology from being adopted in IoT and edge devices. My team has been looking into various types of data with images and obtains necessary information from the images, human information-recognition ability will be greatly improved. Furthermore, when it is applied to the metaverse in which virtual space will be augmented with real space captured by CV, our living space will be able to expand without boundaries.

SHENG: CV is widely used in industry, for example, manufacturing, robotics, and so on. CV can help the aging population.

WANG (ATLAS): Training AI models, especially deep networks, includes significant energy consumption, financial costs, and environmental impacts. For instance, the carbon footprint of training one deep NN (DNN) can be as high as five American cars’ lifetime emissions. More efficient models are also crucial for bringing AI-powered features to more resource-constrained devices, such as mobile phones and wearables. As one of the most important AI applications, CV is especially heavy in energy costs, and therefore urgently demands low-power solutions.

HA: At the application level, new ML algorithms are being developed that use less computing power while maintaining a similar level of accuracy. With a given algorithm and a hardware platform, various software-optimization techniques such as quantization, pruning, and low-rank approximation have been developed to reduce energy consumption. At the hardware level, deep learning accelerators, called neural processing units (NPU), and power-efficient hardware platforms that equip both GPUs and NPU, are being developed. Reducing energy consumption needs a comprehensive technology that harmonizes hardware, software, and algorithms.

COMPUTER: Why is research in LPCV important?

WANG (YU): Our team considered that AI of Things (AIoT) applications would become ubiquitous in the future. Due to the limited power of and resource budgets for AIoT devices, industrial engineers to understand the interaction of various areas in computer science and engineering. Vision has a huge impact on human cognition and behavior. It would be of great benefit if we could obtain visual information through our mobile devices in a situation where visibility is poor. For example, it will give blind people the opportunity to indirectly restore their sight. Infrared sensors can be used to recognize objects even at night, increasing safety. If it is applied to an application that visualizes various types of data with images and images, human information-recognition ability will be greatly improved. Furthermore, when it is applied to the metaverse in which virtual space will be augmented with real space captured by CV, our living space will be able to expand without boundaries.

HAN: Today’s AI is too big. DNNs demand extraordinary levels of data and computation, and therefore power, for training and inference. This severely limits the practical deployment of AI in edge devices. TinyML techniques can make AI greener, faster, more efficient, and more accessible.
**COMPUTER:** Can you describe one (or several) “grand challenges” using CV; the solutions will significantly change the world, but are they far beyond today’s technologies?

**HAN:** Smart home, smart retail, smart factory, smart transportation, smart health care, smart agriculture, and more.

**WANG (YING):** Predicting large, worldwide issues like famine, epidemics, and warfare using nongovernment-managed satellite vision data and other multimodal data sources from connected public sensor sources so that we may have a slight chance of avoiding the occurrence of human crises by making the evidence available to everyone and take timely measures.

**WANG (ATLAS):** Making CV runnable on the smallest-possible chips/sensors; in particular, further equipping them with incremental/lifelong learning capability to adapt to/interact with changing environments.

**COMPUTER:** Would you like to add a concluding thought?

**WANG (YING):** What are the ultimate solutions to LPCV when the development of deep learning vision technologies stop making further progresses?

**SHENG:** Humanoid robots.

**WANG (ATLAS):** New competitions and new data sets.

**HA:** In image classification, a neural architecture search (NAS) that automates the design of a new DNN structure becomes a de facto technique. It needs to be extended to other vision applications that will be run on a hardware platform under a set of given constraints on real-time performance and energy consumption. Even though existing NAS techniques can find algorithms for a given hardware platform, the algorithm-hardware co-design cooperative will also be an interesting topic. In addition, it would be good if software-optimization techniques are considered in the design space exploration.

**CHEN:** Building a demonstration of a swarm of intelligent LPCV devices that are connected and function as a single, highly integrated system.

**SHENG:** How? In image classification, a neural architecture search (NAS) that automates the design of a new DNN structure becomes a de facto technique. It needs to be extended to other vision applications that will be run on a hardware platform under a set of given constraints on real-time performance and energy consumption. Even though existing NAS techniques can find algorithms for a given hardware platform, the algorithm-hardware co-design cooperative will also be an interesting topic. In addition, it would be good if software-optimization techniques are considered in the design space exploration.

**HA:** Could LPCV use solutions that are not based on deep learning and achieve competitive or even better accuracy and efficiency than deep learning solutions? My guess is yes, and this new thinking leaves much open room to explore new competitions.
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TinyML techniques can make AI greener, faster, more efficient, and more accessible.

This way, the organizers and sponsors can collaborate more, and the common track will have a larger pool of contestants. Unifying the contest in this way may have a larger impact and may also attract more contestants. Another suggestion is about publicity worldwide: we need a more uniform distribution of contestants across the world, within reason. Currently, it seems that most of contestants are from the United States and Asia. We need a more solid publicity plan.

**SHENG:** Could LPCV discuss the research direction on how to bridge the gap from cloud-trained CV models to be effectively deployed to low-power edge devices? The challenges are 1) cloud training may not know the hardware architecture of edge devices, 2) training data are not sufficiently captured from edge devices, and 3) image quality is very dynamic on handheld devices.

TinyML techniques can make AI greener, faster, more efficient, and more accessible.