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Key Question: How do we build artificial intelligence (AI) systems that are sensitive to the holistic properties of an object’s shape?

Where AI Has Failed Before

Image incorrectly classified when only a few pixels were changed (Szegedy 2014)

Glass goose incorrectly categorized as a website (Baker 2018)

Husky misclassified as a wolf due to background (Tulio Ribeiro et al. 2016)

Our Methodologies
● Stimuli creation via scripting in Blender. Capture 12 

viewpoints of 3-dimensional stimulus objects with mapped 
uncharacteristic texture

● Test Deep Convolutional Neural Networks (DCNNs) with 
stimuli and compare results to stimuli with original or no 
texture

● Networks will be trained through fine-tuning  

Strawberry wrapped phone
Strawberry: 20.7% 

confidence
Phone: 0.22% confidence

Honeycomb wrapped dog
Honeycomb: 0.06% 

confidence
Dog: 0.01% confidence

Sample Stimuli and Data

Next Steps

● Fully automate the stimuli creation process via script
● Compile large dataset of 12 different 2-dimensional angle 

views of 3-dimensional objects with non-diagnostic texture for 
the use of other researchers in the field

● Continue testing to verify that DCNNs lack use of texture in 
image classification

● Begin training networks with our novel stimuli

Impacts
● Improve technology used by physicians in reading scans
● Improve methods used by autonomous vehicles
● Improve technology for image classification-related fields
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Basketball wrapped elephant
Basketball: 0.05% confidence
Elephant: 0.02% confidence

Preliminary Conclusions

In comparison to Baker 2018:
● No increased preference for shape in 2-dimensional pictures 

of 3-dimensional models in comparison to 2-dimensional 
pictures of objects when both have uncharacteristic texture

● Categorization performance is still poor compared to 
pictures of objects with their natural texture and background

● This performance suggests preference for texture, including 
background, over shape in image classification


