




Fig. 1. Example of UML profiles comparison

classes with same name, however one is abstract and

the other is concrete. While the pair of classes may

still be considered a match, there is a conformance

mismatch between them.

III. STRATEGY-BASED MODEL COMPARISON

Having explained a motivation example and defined

the challenges of model comparison we present, in this

section, a flexible model comparison approach based

on match strategies. We specified three strategies (i) de-
fault, (ii) partial and (iii) complete match strategy; how-

ever, new strategies may be created and inserted in our

approach as well. We also define a match operator that is

responsible for putting the strategies in practice together.

From input models and the match strategy specification,

the match operator verifies the equivalence degree among

the input model elements and according to a threshold
specifies the match models.

A. The Match Operator

The match operator is a heuristic and its goal is to find

correspondences among model elements founded in static

matching and to implement the match strategies. The

static matching uses synonym dictionary, model signature
and typographic similarity among input model elements

in order to define the equivalence degree (S).

With a synonym dictionary it is possible to make a

mapping among the domain concepts that have the same

semantic values. The synonym dictionary paves the way

to the domain specialists to apply their domain expertise

in the matching process, once they have defined what

concepts are synonyms. Hence, this fact improves the

result of the comparison. We denote by D(r,m) →[0,1]

the degree of similarity between receiving (r) and merged

(m) model elements, it returns 0 whether r and m are

synonym, otherwise it returns 1. D is calculated for

every possible pair of (r,m). Initially, every pair (r,m)

of input model elements are assumed to be not a syn-

onym, then D(r,m) = 0 for every pair of (r,m). For in-

stance, according to synonym dictionary (see Table I) the

stereotypes Tree.Leaf and Topology.EndNode, depicted

in Figure 1(a), represent the same concepts, therefore

D(Leaf,EndNode) = 1.

The goal of typographic similarity is to determi-

nate T (r,m)→ [0..1] to every possible pairs of receiving

(r) and merged (m) model elements. The N-gram algo-

rithm [8] is applied to assign a similarity value in [0..1]

to every possible pairs of (r,m). These pairs are defined

by cartesian product of (R×M), where R and M are the

set of receiving and merged model elements, respectively.

The result of this is the matrix shown in Figure 2. This

algorithm yields a similarity degree to a pair of strings

based on counting the number of their identical substrings

of length N (we use N = 2).

The signature is defined in terms of model element

syntactic properties, where a syntactic property of a model

element defines its structure. The signature is a collection

of values for a subset of syntactic properties in a model

element’s metamodel class. For example, isAbstract is

a syntactic property defined in the metamodel class

called Class. If an instance of a Class is an abstract class

then isAbstract = true for the class, otherwise the instance

is a concrete class, isAbstract = false. The set of syntactic

properties used to determine a profile element’s signature

is called signature type, as defined in [15]. A signature

that consists of all syntactic properties associated with a

model element is called complete signature type, based on

a range of syntactic properties is called partial signature
type and the signature only based on name is called de-
fault signature type.

The signature is structured in comparison levels orga-

nized hierarchically. For instance, in Figure 1, a possible

definition of levels for the stereotype Tree.Node would

be: Tree.Node (name) (level 2), with Tree.Node.name
and Tree.Node.value (tagged values) (level 1). Every

profile element type has one signature which is defined

for it.

TABLE I

EXAMPLE OF SYNONYM DICTIONARY

Name Synonym
Leaf EndNode, FinalNode
Edge Border, Limit, Margin
Search Research, Searching, Query

The similarity degree based on signature M between

receiving (r) and merged (m) model element M(r,m) is

defined by computing the weighted average between the

arithmetic average of the levels (see Equation 1):
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M =

n∑
i=1

pi ·

⎡
⎣ k∑

j=1

ϕi,j

k

⎤
⎦

n∑
i=1

pi

→ [0..1] (1)

• n is the number of levels employed to compare the

elements, where n ≥ 1 and n ∈ N∗
+.

• pi represents the weight, being pi = i, where i ≥ 1

and i ∈ N∗
+; k expresses the number of elements in

each level, where k ≥ 1 and k ∈ N∗
+ (i.e. Tree.Node

has two properties, as these properties represent a

level, so k = 2);

• ϕi,j (i and j represent the level and item of model

elements that are being compared, respectively) is

used to denote if an item of receiving model element

(i.g., name:Strig in Tree.Node) is equivalent to an-

other item of merged model element. It is a boolean

variable and we use the match rules (described as

follows) in order to assign value to it. The match

rules compare items of model elements, so it returns

1 if the rule is satisfied, otherwise it returns 0. For

instance, when we compare the Tree.Root and Topol-
ogy.MainNode stereotypes, ϕ2,1 = 0, applying the

match rule MR1, and ϕ1,1 = 1, applying the match

rule MR3.

We denote by S the degree of similarity between

receiving (r) and merged (m) model elements. To define

the similarity degree it is necessary to combine the partial

similarity degrees. To do this, it is calculated the average

of D, T , and M, as showed in Equation 2. If D = 1, then

T also assumes value 1 and contrariwise.

S =
(D + T + M)

D + 2
→ [0..1] (2)

Based on the Equation 2, we compute the similarity

degree of every Tree elements in related to Topology ele-

ments. The Figure 2 shows the match results. To produce

a correspondence relation between the two models, we set

a threshold (t = 0.7). So, pairs of model elements with

similarity degree above threshold are considered equiva-

lent. In short, if S(r,m)> t, then r and m are equivalent.
In Figure 2, we point out the similarity degree above

threshold and define the profile elements are equiva-

lent, as follows: (Tree.Node, Topology.Node), (Tree.Edge,

Topology.Edge), (Tree.Leaf, Topology.EndNode) and

(Tree.StateKind, Topology.StateKind)

Fig. 2. Similarity degree between profile elements

B. Match rules

In order to check if two input model element are

equivalent, we defined match rules. The match operator

is responsible to execute these match rules and, according

to the resulting of this execution, it defines consequently

the value of ϕi,j , which was specified earlier. For every

model element and item of model element are necessary a

match rule to check if they are equivalent. This checking

is based on their signature. If a match rule fails, then the

models are not equivalent (ϕi,j = 0). Otherwise, models

are equivalent (ϕi,j = 1). The match rules verify whether

the input model element properties have the same values,

and for each match strategy is defined a set of match rule

according to respective signature type of the strategy.

There are three kinds of match rules: (i) default match
rules are a set of rules that compare models based on only

their name, using the default signature type; (ii) partial
match rules are also a set of rules that compare models

based on a number of syntactic properties of the models,

using the partial signature type; (iii) complete match rules
are also a set of rules that compare models based on

their syntactic properties, using the complete signature

type. Thus, the match operator makes use of these rules

to implement the default, partial and complete match

strategies. For example, the match operator makes use

of the default match strategy (hence using default match

rules) to produce the similarity table depicted in Figure 2.

Now, we present a short description of the default

match rules used in the motivation example, as follows:

MR1. Stereotype match rule:
MatchStereotype(Stereotype rcv, Stereotype mrgd) →
rcv.name = mrgd.name AND

MatchAttribute(rcv, mrgd) AND

MatchOperation(rcv, mrgd)

MR2. Association match rule:
MatchAssociation(Association rcv, Association mrgd) →
(rcv.name = mrgd.name) AND (rcv.memberEnds =

mrgd.memberEnds)

MR3. Attribute match rule:
MatchAttribute(Stereotype rcv, Stereotype mrgd) →
(rcv.ownedAttribute.name = mrgd.ownedAttribute.name)

AND (rcv.ownedAttribute.TypedElement = mrgd.

ownedAttribute.TypedElement)

MR4. Operation match rule:
MatchOperation(Stereotype rcv, Stereotype mrgd) →
(rcv.

ownedOperation.name = mrgd.ownedOperation.name)

AND (rcv.ownedOperation.ownedParameter.length =

mrgd.ownedOperation.ownedParameter.length) AND

(∀x(rcv.ownedOperation.ownedParameter[x] =

mrgd.ownedOperation.ownedParameter[x])

MR5. Enumeration match rule:
MatchEnumeration(Enumeration rcv,

Enumeration mrgd) → rcv.name = mrgd.name AND

MatchEnumerationLiteral(Enumeration rcv,

Enumeration mrgd)
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MR6. Enumeration Literal match rule:
MatchEnumerationLiteral(Enumeration rcv,

Enumeration mrgd) → ∀x(rcv.ownedLiteral.name[x] =

mrgd.ownedOperation.name[x])

IV. A GUIDANCE FOR MODEL COMPARISON

There is little agreement on requirements, activities and

steps that should be followed in order to accomplish the

model comparison, and even less on good practices to

avoid errors during matching. Several works (e.g., see [7],

[11]) have been proposed to tackle the problems found

in model comparison, but none of them, as yet, was

defined as standard. In [14], the UML built-in model

comparison technique does not present a task flow to help

the comparison specification of UML models, does not

present a good documentation, and does not define how

model comparison should be performed.

We previously identified and delegated activities to the

match operator. We aim to successfully order and provide

a flow of how such activities are accomplished. Such

flow can be used as a guidance to compare models,

and it aims to represent good practices and become as

comprehensive as possible the match operator role in the

model comparison process.

The guidance is organized in two phases: (1) initial
and (2) comparison phase. The initial phase is started up

when the matching operator receives the input models.

The match operator analyzes the models in order to

know each type (i.e. Stereotype, Class, Association, etc).

Such models are separated and grouped according to

their types. For example, Stereotypes (Tree.Node and

Topology.Node) and Association (Tree.Edge and Topol-

ogy.Edge) are identified and grouped according to their

types.

The goal of the comparison phase is to define what

input model elements are equivalent. It is initially realized

as an analysis of the input models and a signature is

defined for every model element type. The next step is

to specify the match strategy that determines how the

comparison will be accomplished. The match operator

defines the similarity degree (S) for every receiving and

merged model element, and based on a threshold (t)
finally it determines model elements are equivalent. The

phase is finished as soon as the matching models, no-

matching models and matching description are specified.

The next step is to merge the models, however this activity

is not the focus of this paper.

V. RELATED WORK

The model comparison is applied in different domains

and contexts, and plays a central role in numerous appli-

cations, such as model composition, schema integration,

schema evolution and migration, merging of source code,

application evolution, database integration, differences be-

tween XML documents, and differences between versions

of UML diagrams. Thus, previous research works have

proposed many techniques to tackle the inherent problems

related to matching, and achieved an automation degree of

the match operation for specific application domains. We

Fig. 3. A guidance for model comparison

give an overview on other relevant approaches related to

our goals of putting flexibility into the model comparison

process and analyze others that make use of model

comparison to merge models. To do this, the main focus of

each approach is summarized briefly, followed by pointing

out similarities and differences to our own approach (see

Figure 4).

Model Composition Semantics. S. Clarke [1] intro-

duces composition semantics for UML class diagrams.

The approach defines a new design construct, called com-
position relationship that supports the specification of how

design models should be composed. With this composition
relationship it is possible to: (i) identify and specify

overlapping and non-overlapping concepts; (ii) specify

how models should be integrated, and how conflicts in

equivalent elements are reconciled. The identification of

the overlapping parts is based on the name of the input

models; it is a weakness of the approach.

Model Composition Directives. Reddy et al. [15]

present a model composition technique relies on signature

matching, in which model elements are merged if their

signatures are correspondent. However, the match opera-

tor, in our work, makes use of a static matching approach

based on synonym dictionary, typographic similarity and

model signature in order to define the degree of similarity

between two models elements.

Package Merge. It is the composition mechanism of

the UML [14] and is defined by match rules, constraints
and transformation (the merge rules). The major appli-

cation is in the implementation of the UML compliance

levels. In principle, their match rules are similar to match
used by our match operator. However, its match rules
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are expressed in natural language and the match process

consider only the name of the models. Moreover, the

definition of Package Merge is incomplete, ambiguous

and inconsistent.

Epsilon Merging Language. EML [6] is a metamodel

agnostic language for expressing model composition. It

includes a model comparison and model transformation

language as subsets. The model comparison is only based

on syntactic criterion. However, the match, in our ap-

proach, is founded in synonym dictionary, typographic

similarity, syntactic properties and match strategy.

Difference between Models. It presents an approach

of the how to detect and visualize differences between

versions of UML documents such as class or object

diagrams. It produces a unified document which contains

the common and specific parts of two base documents,

where the specific parts are highlighted [11]. While our

approach tackles a range of very difficult problems related

to dealing with comparison of semantics values in a flexi-

ble manner, it is primarily concerned with the comparison

and manipulation of models from the same domain and

with equal semantic values; without any flexibility during

the comparison.

Fig. 4. Comparison of related approaches

VI. CONCLUSIONS AND FUTURE WORK

In this paper we discussed the importance of model

comparison for the task of model composition, its prob-

lems and challenges involved in its implementation. Our

approach provides a flexible form of realizing the model

comparison founded on match strategies by defining the

match operator and by specifying its responsibility. More-

over, we consider that the range of different forms for

matching models improves and assures a better perfor-

mance to the comparison process and the use of guidance

in order to provide a clear and easy manner to perform

the comparison helps its improvement and evolution.

The problems and challenges outlined throughout the

paper should encourage researchers to cope with the

ever-present problem of matching models so that new

generation of the application can enjoy the use of better

techniques. Our approach has some limitations that should

be investigated further. When models are defined, it is

possible to associate them semantics constraints. These

constraints should be considered and respected when it is

necessary to perform the composition so that the specified

semantic is not disrespected. Thus, our approach is not

able, as yet, to compare these constraints. We claim

to enhance the functionality of the match operator by

creating new match strategies and improving the match

rules. Another extension of our approach would be the

use of ontology to improve the handle of the models’

semantic values.

Even through our approach has been implemented and

integrated to a profile composition mechanism demon-

strating feasibility [12], empirical studies are necessary

to validate the approach in real world design settings

of model comparison and verify its performance and

applicability in different application domains. Finally, we

observed improvement in model comparison is absolutely

necessary to the model engineering evolution and to allow

model engineering to become an industrial reality.
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�
Abstract— Nowadays, measurement and assessment of 

artifacts within the area of software development are of high 
concern for industrial organizations as well as for scientific 
institutions. Ontologies are a fundamental concept of the 
Semantic Web as envisioned by Tim Berners-Lee. Together with 
an explicit representation of the semantics of data for machine-
accessibility such domain theories are the basis for intelligent 
next generation applications for the web and other areas of 
interest.  

The balance of ontology’s is on higher interest because the 
usability and convertibility of ontologies is strongly related to the 
manner how the elements are arranged. This paper takes into 
account existing metrics and tries to present new ideas, as well. 

At first this paper contains a brief description and 
categorization of existing ontology metrics with a focus on 
applicability regarding the balance of ontology’s taking into 
account structure and knowledge related aspects. Therefore a 
Goal-Question-Metric-based procedure was used. In a second 
step initial ideas for additional metrics are identified and 
enriched with certain presented formulas. A third step expresses 
different approaches for further research work: gravity-related 
and weighted-graphs-based approaches towards metrics for 
ontology balance. The paper’s conclusion presents certain use 
cases for the application of balanced ontologies in the area of e-
learning systems. 

Index Terms—Balance, Classification, Metric, Ontology 

I. INTRODUCTION

HE importance of measuring artifacts emerging during the 
software development process is beyond controversy not 

only for economic purposes. 
Ontologies are a fundamental concept of the Semantic Web 

envisioned by Tim Berners-Lee [1]. Together with explicit 
representation of the semantics of data for machine-
accessibility, such domain theories are the basis for intelligent 
next generation applications for the web and other areas of 
interest [2] with a special focus on knowledge sharing and 
reuse. Ontologies are also basis for interaction and work of 
different agents or applications [3]. Top-level application 
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areas identified by [4] are collaboration, interoperation, 
education and modeling. 

Ontologies can be defined as a specification of a 
conceptualization [5], or in other words as the formal 
representation of an abstract view of the world. They include a 
vocabulary, instances, taxonomy, relations and axioms about a 
certain domain.  

A vocabulary defines terms with unambiguous meanings. 
Furthermore, logical statements for the description of terms 
and rules for their combination and relation are provided. A 
taxonomy is part of the ontology concept for a hierarchical 
classification in a machine-processable form. 
Individuals/instances represent the objects of the ontology and 
thereby the available knowledge, while classes/concepts 
describe abstract sets of individuals. Attributes can be 
assigned to instances for description. They have a name and 
value. The last key concept of ontologies is the relation. It can 
be described by using attributes and assigning another 
individual as a value. Common relation types are the is-a 
relation (subsumption relation) and the part-of relation 
(meronymy relation). The possibility to define special domain 
specific relations is a considerable additional value of the 
concept of an ontology. Axioms are always true and represent 
knowledge that is not inferable from other individuals. 

It is possible to distinguish ontologies in two broad 
categories: lightweight and heavyweight ontologies. A 
lightweight ontology is described by individuals, classes, 
attributes, relations and axioms, meanwhile heavyweight 
ontologies are an extension of lightweight ones by the 
additional usage of axioms for a more detailed domain 
description.  

There already exist many ontologies. Some are available via 
libraries like the DAML ontology library [6] and the 
SchemaWeb library [7]. 

After this short introduction in the field of ontologies, the 
authors analyze the structure of ontologies to map existing 
software metrics for their applicability in this field of research 
in section II following a GQM approach. Furthermore, 
existing metrics are classified. Section III dedicated to a 
special field of ontology metrics which the authors found 
rarely researched so far – the balance of ontologies. This 
paper ends with some conclusions and remarks about future 
work in section 4.  

II. CLASSIFICATION OF EXISTING ONTOLOGY METRICS

For the purpose of measuring the Goal Question Metric 
(GQM) approach [8] helps in discovering adequate 

Towards Metrics for Ontology Balance 
Steffen Mencke, Martin Kunz, and Reiner R. Dumke 
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measurement attempts and goals. Initially, it requires the 
definition of precise goals to form the foundation for the 
nomination of questions suitable for discussing issues from 
different viewpoints. Finally, metrics qualified for answering 
these questions become apparent. Afterwards a tailored 
measurement as well as its evaluation concerning goal 
attainment is possible. 

The quantification of metrics attributes is separated into two 
different areas being divided into four major scopes. These 
areas are scheme-related and content-related, respectively. 

At first it is analyzed which metrics are used to measure the 
content of ontologies. One can identify two major goals in this 
area: the granularity of the enclosed content and the coverage 
of the content (see figure 1).

To achieve these goals the mentioned GQM approach is 
used to identified the content granularity and content coverage 
metrics as shown in table I and table II. In the second area (the 
structures of ontologies) two goals were identified as well. 

An aspect which is well described by existing metrics is the 
structure of ontology and identified major scopes are the level 
of detail and cohesion. Especially a scheme-based level of 
detail is important to evaluate ontology because it is 

fundamental to achieve content granularity (see table III). 
Having introduced this concept as an indicator for information 
distribution, another one is needed to describe coherence of 
distinct classes. It quantifies relation-based information in 
ontology. Chosen metrics are presented in table IV. 

It is possible to evaluate the structure of ontologies taking 
into account these two goals. Other approaches like scheme 
completeness and scheme granularity are not useful because 
of different reasons. So scheme completeness, when creating a 
completely new ontology, is a semantic question which can 
not be answered by using metrics. One can target this question 
by empirical analyses in ontology usage by taking into 
account other domain related ontologies. The question 
whether an ontology is complete or not can not be finally 
 answered by using the ontology itself. The analysis in this 
direction depends very much on a subjective point of view.  

TABLE I
CHOSEN CONTENT GRANULARITY RELATED METRICS

Name of Metric Formula Description 

Average
Population
(Pop) [9] 

CIPop � , with I as

the number of instances in 
the knowledge base and 
C  as the number of 

classes defined in the 
ontology. 

This metric may serve 
as an indication of the 
number of instances 
compared to the number 
of classes. 

Cohesion
(COH) [9] 

|| SCCCOH �  as the 
number of separate 
connected components 

This indicates what 
areas need more 
instances in order to 
enable instances to be 
more closely connected. 

Connectivity
(Cn) [9] 

� � � �ICIIIPICn ijjij ��� ,,

as the number of instances 
of other classes that are 
connected to instances of 
that class � �jI .

It is an indication of the 
number of relationships 
instances of each class 
to other instances. 

TABLE II
CHOSEN CONTENT COVERAGE RELATED METRICS

Name of 
Metric Formula Description 

Class
Richness
(CR) [9] 

CCCR '� , with 'C  as the number of 

classes used in the base and C  as the 

number of classes defined in the ontology. 

Describes how 
instances are 
distributed 
across classes. 

Density
measure 
(DEM)
[10] 

PwIwCw

CwCw
n

DEM

iiSi

SupiSub

n

i
i

		

		� 

�1

1
,

with SubC  as the number of a class’ 

subclasses, SupC  as the number of its 

superclasses, SC  as the number of its 
siblings, I  as the number of its instances, 
P  as the number of its relations, and iw

as a weight factor. 

This metric 
indicates how 
well a given 
concept is 
defined in the 
ontology. 

Relation-
ship
Richness
(RRC)
[9] 

� � � � � �jiiijiC CCPICIIIPRR ,,, �� ,
with � �� �ji IIP ,  as the number of 

relationships that are being used by 
instances iI that belong to iC , and 

� �� �ji CCP ,  as the number of relationships 

that are defined for iC at the schema level.

Identifies how 
well the 
extraction
process per-
formed in the 
utilization of 
information is 
defined at the
schema level. 

Impor-
tance
(IMP) [9] 

� � IICIMP i� , with � �ICi  as the 

number of instances that belong to the 
subtree rooted at iC  in the knowledge 

base, and I as the number of instances in 

the knowledge base.

It is not an 
exact measure, 
but it can give 
a clear idea on 
what parts of 
the ontology 
are considered 
focal and what 
parts are on the 
edges.

Fullness
(F) [9] 

� � � �ICICF ii
'� , with � �ICi  as the 

actual number of instances that belong to 
the subtree rooted at iC , and � �ICi

'  as the 
expected number of instances that belong 
to the subtree rooted at iC .

Describes how 
well was the 
data extracted 
with respect to 
the expected 
number of 
instances of 
each class. 

Ontology Metrics

Schema Related Knowledge Related

Balance 

Level of Detail Granularity CoverageCohesion

Fig. 1.  Genealogy of ontology metrics 
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III. METRICS FOR THE BALANCE OF ONTOLOGIES

Having presented four starting points for the evaluation of 
ontologies in the following another general aspect concerning 
the structure and the content of ontologies is introduced: the 
balance of a distinct ontology (cp. figure 1). Existing 
measures in this area (for example Average Depth, Average 
Breadth) can not completely quantify ontology aspects 
concerning the balance. The balance of ontology is important 
because it is to be used as an indicator how good the ontology 
is built up and one can identify anomalies by analyzing the 
balance.  

However research efforts in this area are very rare and a 
complete framework for balancing ontologies is missing. In 
the following initial instruments for quantifying ontologies 
concerning the balance are presented. 

Concerning the balance of ontologies there exist different 
general aspects that can be helpful to quantify an ontology’s 
balance. 

� Classes:
o Equal number of subclass in equal level of 

abstraction
ji C

LSub
C
LSub CC �  with jinji ��� ,...,1,

o Equal number of subclass in different subtrees  
i

l
i C

Sub
C

kSub CC �  with nlki ,...,1,, �

� Relations: 
o Equal number of relations in equal level of 

abstraction
ji C

L

C

L
PP �  with jinji ��� ,...,1,

o Equal number of relations in different subtrees 
i

lSub

i

kSub

C
C

C
C PP � with nlki ,...,1,, �

� Attributes: 
o Equal number of attributes in different concepts 

in equal level of abstraction 
ji C

L

C

L
AA � with jinji ��� ,...,1,

o Equal number of attributes in different subtrees 
i

lSub

i

kSub

C
C

C
C AA � with nlki ,...,1,, �

� Instances:
o Equal number of instances of different concepts 

in equal level of abstraction 
ji C

L

C

L
II �  with jinji ��� ,...,1,

o Equal number of instances in different subtrees 
i

lSub

i

kSub

C
C

C
C II � with nlki ,...,1,, �

� Subtrees: 
o Equal depth of each subtree  

i

lSub

i

kSub

C
C

C
C DITDIT � with nlki ,...,1,, �

TABLE III
CHOSEN SCHEME-BASED LEVEL OF DETAIL RELATED METRICS

Name of Metric Formula Description 

Attribute
Richness (AR) 
[9][11] 

CAAR � , with A  as 

the number of attributes of 
all classes and C as the 

number of classes. 

This metric can indicate 
the quality of ontology 
design.

Centrality
Measure (CEM) 
[10] 


 � 
 �


 �

�

�
��

n

i CH

CHCD

n
CEM

1

2

211

with 
 �CH  as the longest 
path that contains the class 
C  from root of the branch 
to its bottom node, and 

 �CD  as the length of the 

path to C  from the root. 

For this metric it is 
assumed that mid-
leveled classes tend to 
be more representative 
for an ontology due to 
more details and 
prototypical character. 

Number of Leaf 
Nodes (NoL) 
[12] 

jCNoL � , with 

nj ��1  and jC  leaf 

class of the ontology. 

A leaf class has no 
semantic subclass 
explicitly defined in the 
ontology. 

Number of Root 
Classes (NoR) 
[12] 

jCNoR � , with 

nj ��1  and jC root 

class of the ontology. 

A root class in an 
ontology means the 
class has no semantic 
super class explicitly 
defined in the ontology. 

Average Depth 
of Inheritance 
Tree of Leaf 
Nodes (ADIT-
LN) [12] 

nDLNADIT j�� , with 

nj ��1  and jD  as total 

number of nodes on jth

path.

This metric describes 
the sum of depths of all 
paths divided by the 
total number of paths. 

TABLE IV
CHOSEN SCHEME COHESION RELATED METRICS

Name of 
Metric Formula Description 

Relation-
ship
Strength 
(RSSO) [13] 

� �
� �

� �� �vuRSSQPRSS
QclvPclu

O ,max,
),( ��

�

with: P  and Q as the classes of interest 

and )(Pcl , )( Qcl  as the 
sets of all concepts assigned to the 
classes P  and Q , and 

��
�

� 		
� *

maxDepth
maxDepth),( 21 CCRSS .

Describes
strength of 
relationship 
between two 
classes.

Relation-
ship
Richness
(RR) [9] 

PSCPRR 	� , with P  as the 

number of relationships, and SC  as the 
number of sub-classes (= inheritance 
relationships). 

Describes the 
diversity of 
relations and 
placement of 
relations in the 
ontology.

Inheritance 
Richness
(IRC) [9] 

'

1
'

),(

C

CCH

IR CC
i

C

C
i



�

� , with 

),( 1 i
C CCH  as the number of 

subclasses )( 1C of a class iC , and 'C

as the number of nodes in the subtree. 

Describes the 
distribution of 
information in 
the current 
class sub-tree 
per class. 
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Besides these tree-based approaches a second set of 
formulas is presented in the following to analyze balance 
aspects of ontologies. For this purpose previous published 
work about the specification of distance-based semantic 
windows is used [14]. 
An ontology is defined as ),,,( IDRCO � , where C  is the set of 
ontological concepts following a taxonomic structure, 

ntaxtax RRR ��  is the set of object properties/relations 
taxonomically and non-taxonomically relating two concepts 

),( jiij CCR  and D  is the set of datatype properties/attributes of 
the ontology. I  is the set of instances. An ontological 
component of each of these types can be the enrichment point 
for the semantic window. From this four different aspects the 
dimensions of the semantic window can be derived. 

� Concept view 
� Datatype property view 
� Object property view 
� Instance view 

For each of the four views, distance measures are defined 
for the existing dimensions. A help function is )( i

niv Cf

describing the level of the concept according to its taxonomic 
level with 0)( �root

niv Cf . Function ),( ji
parent CCf delivers back 

the first more abstract concept shared by iC  and jC , if it 

exists and is connected to them only via taxRR� . ),( ji
tax CCf

and ),( ji
ntax CCf  determine the length of the taxonomic or 

non-taxonomic path of concepts from iC to jC  (the result is -
1, if there does not exist such a path). 

The dimensions of the distance related to the ontology’s 
concepts having a concept as the focusing point are defined in 
(1) to (4). The single distance measures relate to the 
abstraction dimension distance absc , to the specialization 
dimension distance specc , to the sibling dimension distance 

sibc  and to the non-taxonomic dimension distance ntaxc . They 
measure the distance between the focusing point concept 

FC and another concept jC of the ontology. 

)()(),( j
niv

F
niv

jF
abs CfCfCCc ��     (1) 

)()(),( F
niv

j
niv

jF
spec CfCfCCc ��     (2) 

))(()(),( , jF
parentniv

F
niv

jF
sib CCffCfCCc ��   (3) 

),(),( jF
ntax

jF
ntax CCfCCc �       (4) 

The equations above are restricted by: CCCC jiF �,, .

Equation (1) is restricted by: )()( j
niv

F
niv CfCf � and

1),( ��jF
ntax CCf . Equation (2) is restricted by: 

)()( j
niv

F
niv CfCf �  and 1),( ��jF

ntax CCf . Equation (3) is 

restricted by: )()( j
niv

F
niv CfCf �  and 

)()),(( F
niv

jF
parentniv CfCCff � .

With this set of described formulas we are able to define 
first knock-out criterions for balanced ontologies: 

� An ontology which contains not a single pair of leaf 
nodes with no sibling distance can not be balanced 

� If every subtree of the root node has a different maximal 
abstraction dimension the root can not be balanced 

� Two concepts having a sibling distance must have the 
same specialization distance to their leafs 

The presented approach is a first analysis of the targeted 
problem of missing balance metrics for ontologies. The 
mentioned numerous aspects need to be integrated in a set of 
formulas. Due to manifold characteristics of the described 
starting points, one has to do fundamental research about the 
mathematical base to map the existing complexity of the 
problem to certain metrics formulas. Knock-out criteria can be 
a first starting point but it is not sufficient and quality models 
with distinct measures are desirable. 

Related research should follow e.g. the following ideas: 

� Gravity-related approach:
o Identification of a center of gravity
o Measuring absC , specC , sibC  and ntaxC  to the 

border concepts of the ontology (roots, leafs, …) 
o Ontology is balanced, if ntaxsibspecabs cccc ���

o Extension towards multiple centers of gravity  

� Weighted graphs approach: 
o Determine a weight 

iCW  for every node of the 
ontology’s graph representation based on 
instances’ size, instances’ number, concept’s 
relations and attributes, etc. 

o Ontology is balanced if (a) every node iC  has a 
similar weight or (b) all nodes on the same 
abstraction level have a similar weight. 

IV. SUMMARY, CONCLUSION AND FUTURE WORK

In this paper an overview of existing metric ontology 
measurement following a structured approached based on the 
concept of GQM was presented. During research a lack of 
metrics for balance-measuring for ontologies was observed. 
To close this gap, different criteria for a balance measuring 
framework were identified and future steps towards a balance-
metrics set were outlined. 

A. Conclusions 
Measuring just because it is possible can not be an 

intention. The following ideas present some initial ideas for 
ontology metrics in certain applications.  
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The area of knowledge discovery can be a major building-
block for e-learning. The creation of courses or the 
measurement of learning efforts can be revised with 
ontologies.

 Measurement approaches in this direction can be for 
example: 

(L1) The determination of the semantic similarity between 
an ontology describing the domain to be learned and 
an ontology created by the learner(s) during the 
learning process is an approach to measure the 
standard of knowledge at a discrete point in time. By 
repetition the learning progress of the 
person/community that built up the second ontology 
can be analyzed for multipurpose reasons. 

(L2) Measuring the complexity of evolving ontologies 
during a learning effort or an examination can help to 
identify concepts that were learned very well or were 
not yet learned. 

(L3) The creation of tests and exercises based on ontologies 
will lead to automatic determination of the level of 
difficulty, respectively of the complexity of the 
question and the expected answer based on the 
ontology complexity.  

(L4) Identifying matching concepts in ontologies to 
automatically generate courses described by 
ontologies is another option. 

(L5) Another usage for a similarity measure can be the 
description of course content depending on a domain 
ontology. 

Agent technology is another very interesting application 
area. The authors expect ontology metrics to be extremely 
useful for several aspects, e.g.: 

(A1) An agent’s functionality can be characterized by 
analyzing the used communication ontology. 

(A2) It becomes also possible to identify a useful
separation of functionalities and evolving 
communication based on an ontology containing a 
service description. Such an approach is useful to 
automatically identify the mapping of functionalities to 
agents as postulated in [15] and [16]. 

(A3) The balancing of workload becomes possible when 
the work is effort-driven distributed based on an 
ontology. 

Another mentionable aspect is the usage of appropriate 
metrics in measurement infrastructures.  

(I1) Implementation of measurement services for the 
presented metrics to integrate ontology measurement 
into our service oriented measurement infrastructure is 
interesting as previously presented in [17] and [18]. 

B. Future work 
There are many open questions regarding ontology metrics 

as for example maturity (how ready is it to use?), robustness 
(how it can handle unexpected concepts), language flexibility 
(how stable is language?) and domain friendliness (how easy 
is to develop domain ontologies based on an upper ontology?) 

[19]. In the future the authors will focus on the development 
of the sketched balance metrics and their application to certain 
areas.
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Abstract 

 Fragmentation, in the context of mobile 
applications, is the inability to "write once and run 
anywhere". Fragmentation increases the effort 
required in all aspects of application development. 
This paper analyzes various aspects of fragmentation, 
and presents a taxonomy of techniques used to combat 
it. Our aim is to establish a set of useful terminology 
for the benefit of researchers and practitioners 
working in this area.  

1. Introduction
Fragmentation is the term used in the industry to 

describe the inability to "write once and run 
anywhere", often resulting in multiple versions of an 
application.  More formally, we define fragmentation 
as the “inability to develop an application against a 
reference operating context and to achieve the intended 
behavior in all operating contexts suitable for the 
application”. Further, we define the operating context
(OC) for an application as the “external environment 
that influences its operation”. Therefore, an OC is 
defined by the hardware/software environment in the 
device, the user, and the environmental constraints 
introduced by various stakeholders such as the network 
operator. While fragmentation can affect any type of 
application, this paper focuses on the fragmentation of 
mobile applications. Note that by "mobile applications" 
we mean installed applications on the mobile device 
and not the server-side applications such as SMS-based 
applications1 or mobile web applications2.

Fragmentation is caused by the diversity of OCs 
(see Figure 1 for an illustration). In Section 2, we 
describe how one OC could differ from another, 
resulting in fragmentation. While users, developers, 
distributors, carriers and device manufacturers are all 
affected by fragmentation, this paper looks at 
fragmentation from the point of view of an 
organization developing mobile applications. In section 
                                                                
1 A server-side application accessed by a mobile device, 

using SMS as the mode of communication 
2 An application accessed over the Internet, using a web 

browser on a mobile device.  

3, we describe how fragmentation affects various 
aspects of mobile application development. As 
fragmentation is a big problem in the industry today, a 
number of techniques have emerged to combat it. We 
call them de-fragmentation techniques. Section 4
presents a taxonomy of existing de-fragmentation 
techniques, based on the basic approach each one uses 
to tackle the problem. This taxonomy was inspired by 
the work of practitioners [3] and later refined based on 
further feedback from practitioners (as acknowledged 
in Section 7). Where appropriate, we refer to industry 
tools to illustrate each approach. Comments about 
related work, conclusions, and future directions are 
given at the end of the paper. 
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t

A2A2

AnAn

Fragmented�
application

Targeted�operating�
contexts

.........

Figure 1. Fragmentation overview 

2. Causes of fragmentation 
By definition, fragmentation is caused by the 

diversity of operating contexts (OCs). One operating 
context may differ from another for the following 
reasons: 
� Hardware diversity of the device, such as 
differences in screen parameters (size, color depth, 
orientation, aspect ratio), memory size, processing 
power, input modes (keyboard, touch screen, etc.), 
additional hardware (camera, voice recorder etc.), 
and connectivity options (bluetooth, IR, GPRS, etc.). 
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� Software diversity, which may be a result of 
platform diversity or implementation diversity: 
o Platform diversity is caused by factors such 
as differences in platforms/OS (Symbian, Nokia 
OS, RIM OS, Android, BREW, etc.), API 
standards (MIDP 1.0, MIDP 2.0, etc.), 
optional/proprietary APIs, variations in accessing 
hardware (e.g., full screen support), maximum 
binary size allowed, etc. 
o Implementation diversity is caused by 
factors such as quirks/bugs in implementing 
standards.  

� Feature variations, such as light version vs full 
version 

� User-preference diversity, in aspects such as the 
language, style, etc., or accessibility requirements 

� Environmental diversity, such as diversity in the 
deployment infrastructure (e.g., branding by carrier, 
compatibility requirements of the carrier’s back-end 
APIs, etc.), locale, local standards. 
As we can see from the above, one OC can differ 

from another due to many factors. Let us call these 
factors fragmentors.  i.e., a fragmentor is a factor, 
diversity of which causes fragmentation.  The 
fragmentation of mobile applications is often referred 
to as device fragmentation, because most of the 
fragmentors can be traced to a particular device model. 
This is a misnomer however, as factors outside the 
device (e.g., branding by carrier) too can cause 
fragmentation. 

Since it is the diversity that drives fragmentation, a 
closer look at diversity may provide us with clues as to 
how to deal with fragmentation. It is our opinion that 
diversity can be either essential or accidental.3

� Essential diversity is the diversity that 
differentiates a product/service in some useful 
manner. Such diversity is intentional and often 
unavoidable. For example, users will continue to 
differ in their preferred size for a device, and the 
device manufacturers will continue to differentiate 
the devices in terms of size. 

� Accidental diversity is the diversity that - does not 
serve any useful purpose, is often introduced 
unintentionally, and is often avoidable. For example, 
diversity due to API implementation bugs/quirks is 
unintentional, avoidable, and does not serve any 
useful purpose 
Fragmentation is often associated with JavaME 

(Java Mobile Edition) applications, but it is also 
applicable to non-JavaME applications. Theoretically, 
a JavaME application is able to run on any Java-
enabled mobile device. This means a JavaME 
                                                                

                                                                

3 This classification is borrowed from Fred Brooks' seminal 
book The Mythical Man-Month, which discusses “essential 
difficulties” and “accidental difficulties” of software 
development

application can target a much wider range of OCs as 
compared to non-Java applications, exposing it to more 
diversity. As non-JavaME applications (e.g., native 
applications for Symbian platform) are created for a 
smaller range of devices, they are exposed to less 
diversity. While a JavaME application has to run on 
platforms developed by many vendors, a typical non-
JavaME application will run on a platform 
implemented by a single vendor or a small number of 
vendors (e.g., Symbian). This means JavaME 
applications have to face more implementation 
diversity, as compared to non-JavaME applications. 
However, developers may still have to develop a 
JavaME equivalent as well, if a wider range of OCs is 
to be targeted. 

3. Effects of fragmentation 
Fragmentation, and the subsequent de-

fragmentation, complicates all disciplines4 of a mobile 
application project. Some examples are given next. 
� Business modeling: Business analysts have to 
determine the optimum set of OCs for the application 
to target. Questions to be answered include “Is 
operating context OC1 suitable for application A1?” 
and “Is it worth porting A1 to OC1?”. 
� Requirements management: If the interaction 
between the actor and the application is OC-dependent, 
it complicates the use-case specification by introducing 
a vast number of exceptional/alternate flows. 
� Analysis and design: The system architecture, and 
the detailed design, should be able to accommodate the 
OCs targeted at the time, but also any future OCs the 
application will be exposed to during its lifetime. 
� Implementation: Implementers need to optimize 
the application to all the targeted OCs. Questions to 
answer include “What do I have to do to fit application 
A1 to fit operating context OC1?”, “How does OC1 
differ from OC2?”, and “Which OCs can be served by 
a single version of the application?” 
� Testing: The application need to be tested for all 
targeted OCs. It is usually not enough to test on device 
emulators, as real devices on a real network sometimes 
behave differently from the emulators. 
� Project management: Having to accommodate 
new (and unexpected) OCs in the middle of a project 
complicates project scheduling. 
� Configuration and change management: Having 
multiple versions of an application (to suit multiple 
OCs) clearly impacts this discipline. New devices 
entering the market will increase the version count, 
while evolution of the platform software may require 
substantial changes to the existing versions. 
� Environment: The software process has to be 
augmented to cater for additional complications 

4 disciplines as defined in the IBM Rational Unified Process 
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introduced by fragmentation. For example, additional 
tools will be required to tackle various fragmentation 
issues.

Aforementioned complications increase the required 
effort in almost all aspects of the software life cycle, 
driving up the cost, and lengthening the time-to-
market. Other side-effects are: 
� It could reduce the quality of the product - The 
additional complexity of maintaining a large number of 
versions could increase the probability of bugs. Cost 
considerations may tempt developers to release 
applications that behave in sub-optimal ways for 
certain OCs (E.g., an application may work well for 
certain screen sizes, but may appear distorted in certain 
other screen sizes). 
� It could narrow the target market - Cost 
considerations may force the application vendors to 
target a smaller market than the actual potential market 
it could target otherwise (see Figure 1). 
� It hinders the growth of the mobile application 
market, by acting as a barrier-to-entry for new entrants 
- This is because creating a mobile application to fit a 
wide variety of OCs requires a much higher effort and 
a better expertise, when compared to a desktop/web 
application. 

4. A taxonomy of de-fragmentation techniques 
One way to reduce fragmentation is by eliminating 

diversity. However, only accidental diversity, which 
does not serve any useful purpose, should be targeted 
for elimination. Measures such as better 
standardization (e.g., less optional APIs, more detailed 
specifications), stricter enforcing of the standards (e.g., 
using API verification initiatives, Technology 
Compatibility Kits) can help in this regard. Major 
players in the mobile application industry such as 
platform vendors, device manufacturers, and carriers 
have a critical role to play in this front of the war 
against fragmentation. One such effort in the JavaME 
arena is the Mobile Service Architecture [7].
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Figure 2.  The complete taxonomy 

On the other hand, essential diversity will be much 
harder, if not impossible, to avoid. The pragmatic 
response here is to find ways to reverse the resulting 
fragmentation. This is called de-fragmentation [3].
Note that de-fragmentation is NOT eliminating 

diversity. Rather, it is the process of making the 
application behave as intended on a set of diverse OCs. 

In this section, we present a taxonomy of de-
fragmentation techniques, based on the basic approach 
each technique uses. Figure 2 illustrates this taxonomy 
in its current state. Each approach will be explained in 
detail in the subsequent subsections. Note that a single 
application can use a combination of de-fragmentation 
techniques, using a different technique to manage each 
OC-specific variation.  

4.1 Th NUAL-MULTI approach e MA
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Figure 3. The MANUAL-MULTI approach 

The most primitive way of de-fragmenting is to 
manually develop distinct versions of the application to 
suit different OCs. We call this approach MANUAL-
MULTI. Figure 3 illustrates this approach, where A1,
A2, … An are different versions of the application A,
customized to fit operating contexts OC1, OC2, … 
OCn respectively. These distinct versions will be 
largely similar, but also different in subtle ways, as a 
result of subtle variations in the OCs. Copy-paste-
modify techniques are commonly used to “port” the 
application to various OCs. MANUAL-MULTI 
approach results in duplication of work in many 
aspects of software development (e.g., fixing the same 
bug in hundreds of different versions). The following 
two alternative approaches try to minimize such 
duplication of efforts: 

1. Derive OC-specific versions from a single code 
base (we call this approach DERIVE-MULTI)

2. Use a single version to serve multiple OCs (we 
call this approach SINGLE-ADAPT)

4.2 The DERIVE-MULTI approach 
In the DERIVE-MULTI approach, we derive OC-

specific versions of the application from a single code 
base. While this still results in multiple versions of the 
application, there is only one code base to work on and 
therefore, the effort required may be less than in the 
MANUAL-MULTI approach. In particular, we no 
longer need to manually maintain duplicate copies of 
the same source. 

An example tool that supports the DERIVE-MULTI 
approach is the NetBeans Mobility Pack [8] (a JavaME 
mobile application development environment that 
comes as an extension to the popular NetBeans Java 
IDE). It uses a concept called project configurations,
where a single application can have multiple project 

925



configurations, one for each different versions we want 
to derive.  

The DERIVE-MULT approach can be further sub-
divided into three approaches: SELECTIVE, META,
and GENERATE.
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Figure 4. The SELECTIVE approach 

The SELECTIVE approach (Figure 4) localizes 
variations into interchangeable components (e.g., 
classes, files, etc.) and uses a build script (or a linker) 
to create one version for each OC, picking out only the 
components required for that particular OC. This 
approach is frequently used when including images of 
different resolutions to fit different screen sizes. An 
example of this approach can be seen in the J2ME 
Polish tool [6]. For instance, we can put an image file 
in the resources/ScreenSize.240+x320+ folder, and 
J2ME Polish will include this image for devices with a 
screen size of at least 240x320 pixels. 
The META approach uses meta-programming (and 
similar code manipulation techniques) to specify how 
to derive OC-specific versions of the application. 
There are two ways of achieving this: the EMBED
approach and the INJECT approach. 
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Figure 5. The EMBED approach 

The EMBED approach embeds OC-specific 
variations in the source files using meta-programming 
directives/tags. A preprocessor derives multiple 
versions by processing these directives/tags. An 
example of this approach can be seen in NetBeans 
Mobility pack, which uses a concept called 
preprocessor blocks to specify OC-specific code 
segments. The example preprocessor block given in 
Figure 6 (adapted from [8]) is used to derive two 
different versions of the application, one for devices 
having 128x128 screens, and one for devices having 
176x182 screens. 

Figure 6. A NetBeans Mobility Pack preprocessor block 

//#if screen == "128x128" 
   //#  ballWidth = 10;
   //#elif screen == "176x182" 
   //# ballWidth = 16;
//#endif
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Figure 7. The INJECT approach

The INJECT approach requires the developer to 
write the OC-specific instructions separated from the 
application code.  For example, Tira Jump [9] (a tool 
for developing mobile applications) uses aspect- 
oriented programming techniques to achieve such an 
effect. It lets developers write the application code 
against a reference OC and derives OC-specific 
versions by “weaving” OC-specific variations into it. 
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Figure 8. The GENERATE approach 

The GENERATE approach automatically generates 
multiple versions using an intelligent generator that 
knows how to adapt a generic application to suit a 
specific OC. Instead of merely following instructions 
supplied by the programmer (as in the META 
approach), the generator uses its in-built knowledge in 
the generation process, requiring less manual coding.  
The feasibility of such fully automatic generation is 
rather limited, and we expect such generators to be 
limited to a narrow mobile application domain or a 
narrow range of OCs. For example, alcheMo tool [1]
promises to automatically generate BREW format 
applications from JavaME applications. 

4.3 The SINGLE-ADAPT approach 
The SINGLE-ADAPT approach builds a single 

version of the application that can work on multiple 
OCs. This approach can be further sub-divided into 
two: FITS-ALL and ALL-IN-ONE.
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The FITS-ALL approach develops a one-size-fits-all 
application that sidesteps all variations between OCs. 
There are two ways to accomplish this: AIM-LOW and 
ABSTRACTION-LAYER.
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Figure 9. The AIM-LOW approach 

The AIM-LOW approach (Figure 9) uses only what 
is common to all targeted OCs. For example, the UI 
will be designed to fit the smallest screen size of the 
targeted device range. This approach is sometimes 
referred to as the “lowest common denominator” 
approach.
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Figure 10. The ABSTRACTION-LAYER approach 

The ABSTRACTION-LAYER approach (Figure 
10), hides variations in the OCs behind an abstraction 
layer. This abstraction layer is usually a library (third-
party or built in-house), and the application will be 
developed using the API of the library. Both the library 
and the application will be deployed on the mobile 
device, and it is the responsibility of the library to 
execute generic method calls from the application in an 
OC-specific manner. TWUIK [10] (a UI library for 
mobile applications) is one example tool that uses the 
ABSTRACTION-LAYER approach to write a single 
UIs that can adapt for multiple OCs. 
The ALL-IN-ONE approach makes the software 
adapt at run-time to a given OC, using either the SELF-
ADAPT approach or the DEVICE-ADAPT approach. 

The SELF-ADAPT approach (Figure 11) makes the 
application programmatically discover information
about the OC and adapt itself to the OC at run-time. 
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Figure 11. The SELF-ADAPT approach 

In Figure 12 we see an example code snippet written in 
SELF-ADAPT fashion. This single piece of code will 
work for both screen sizes 128x128 and 176x182. The 
difference between this and the EMBED example in 
Figure 6 is that EMBED will include either 
ballWidth=10; or ballWidth=16; (but not 
both) in each OC-specific version, while SELF-
ADAPT will include all code in Figure 12, resulting in 
a bigger application. 

Figure 12. An example of the SELF-ADPT approach 

Canvas c = new Canvas(); 
w = c.getWidth (); h = c.getHeight(); 
if(w==128 && h==128)
    ballWidth=10;
 else if(w==176 && h==182) 
    ballWidth=16; 

The DEVICE-ADAPT approach (Figure 13) requires 
the application to be written in an abstract way, and the 
device decides how to adapt it to the prevailing OC, at 
run-time. This approach is commonly used when 
dealing with fragmentation in the UI part of an 
application, often with unsatisfactory results. In Figure 
14, we see how the same calculator application appears 
differently on two different phone emulators, after it 
has b vice. een adapted by the de
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Identifying NFRs Conflicts Using Quality Ontologies 

  

Abstract 
Conflict identification and resolution is a key phase of 

requirements engineering.  It is crucial to identify conflicts at 
early stages of the requirements engineering which in turns 
helps in establishing a cohesive set of requirements to guide the 
overall requirements engineering process.  Conflicts especially 
arise due to the self reinforcing or contradictory nature of some 
NFRs (e.g. efficiency and usability).  This paper describes how 
quality ontologies can be used to support the identification of 
NFR conflicts and facilitate discussion towards requirements 
prioritization tasks in requirements engineering.  Our approach 
is based on using the ISO/IEC 9126 quality ontology to 
underpin the NFR description and reasoning mechanisms to 
pinpoint potential NFR conflicts that need to be further 
discussed by stakeholders.  The work is implemented in the 
ElicitO requirements elicitation tool. We also report results of 
applying the approach and the tool to identify conflicts in 
requirements elicitation activities at the student intranet project 
of the University of Manchester (Manchester Unity Web 
Project).  
 

Keywords: Non-functional requirements, requirements 
engineering, conflict identification, ontologies. 
 

1. Introduction 
Addressing Non-Functional Requirements (NFRs) or 

Quality Requirements are vital to the success of software 
systems [1], playing a crucial role during systems development 
and serving as quality criteria for assessing software 
effectiveness [2].  Errors related to identification of NFRs are 
generally acknowledged to be the most expensive and difficult 
to correct once the information system has been completed [2, 
3]. Without a well defined set of NFRs and their proper 
fulfillment, software projects are vulnerable to failure [4].   

Thus, finding the right configuration of NFRs is an 
important step towards achieving a successful software 
deliverable.  NFRs, on the other hand, have numerous complex 
and nontrivial interdependencies. NFRs conflict with each other 
when they make contradicting statements about a software 
attribute, and they cooperate when they mutually enforce such 
attributes [5].  As requirements are being elicited and modeled, 

the challenging task is to maintain an agreement between all the 
stakeholders.  This is because it is common for conflicts to arise 
in connection to NFRs which often take place especially in a 
situation where there is a large number of stakeholders with 
different backgrounds and perceptions of the problem [6].  

This paper describes how quality ontologies can be used 
to support the identification of NFR conflicts and facilitate 
discussion towards requirements prioritization tasks in 
requirements engineering.  Our approach is based on using the 
ISO/IEC 9126 quality ontology to underpin the NFR description 
and reasoning mechanisms to pinpoint potential NFR conflicts 
that need to be further discussed by stakeholders.  The work is 
implemented in the ElicitO requirements elicitation tool. We 
also report results of applying the approach and the tool to 
identify conflicts in requirements elicitation activities at the 
student intranet project of the University of Manchester 
(Manchester Unity Web Project).  

The remainder of this paper is divided as follows: Section 
2 discusses issues related to conflict identification.  Section 3 
provides examples of conflicts in quality requirements. Section 
4 discusses how quality ontologies are used to support 
requirements elicitation and conflict identification.  Section 5 
describes the design of the ontology for conflict identification.   
Section 6, provides an example using ElicitO tool to identify 
conflicts and section 7 presents some related work in conflict 
identification.  Section 8, summarizes the paper, discusses the 
key contribution, and future work. 

 

2. Conflict Identification 
The term conflict can be taken to mean interference in one’s 
party’s activities, needs or goals, caused by the activities of 
another party [7]. Literature concerned about conflicts originates 
from different fields such as social psychology, cognitive 
science, and sociology [8].  However and for the purpose of this 
paper we will focus on conflicts in the requirements engineering 
literature which is defined by Lamsweerde [9] as “conflict is a 
divergence between goals – there are feasible boundary 
conditions that makes the goals inconsistent”. Robinson [10] 
also argued that many inconsistencies originate from conflicting 
goals; inconsistency management should, therefore, proceed at 
the goal level.   
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Easterbrook [7] identified two sources of conflicts in 
requirements engineering: conflicts between the participants 
perceptions of the problems, and conflicts between the many 
goals of design.  Conflicts can also arise in connection to NFRs, 
thus NFRs can make conflicts and cooperation instances more 
obvious, because changes in quality attributes often cause 
certain functional changes that in turn affect other NFRs [5].   

Many methods exist to deal with conflict resolution in 
requirements but for the purpose of this paper we will 
investigate the approaches that deal with NFR conflict 
resolution.  McCall [11] provided a checklist of attribute 
capabilities to be considered in requirements specifications 
without an automated conflict analysis.  The NFR-goal 
framework [12] views NFRs as goals that might conflict with 
each other and they must be represented as softgoals to be 
satisfied, this is achieved by propagating such information along 
positive/negative support links in the goal graph.  Boehm and In 
[4] propose a knowledge base where NFRs are prioritized 
through the stakeholders’ perspective, dealing with NFRs high 
level of abstraction.  Easterbrook [7] provides a framework for 
conflict resolution between domain specifications. Egyed [5] 
identifies requirements conflicts and cooperation using 
software attributes and eliminates false conflicts and 
cooperation automatically with the help of a trace analysis 
technique.  

Although these approaches analyzed the identification, 
communication, and conflict resolution, they do not 
comprehensively address the following issues: 

• Define a terminology for standardizing the non-functional 
requirements definitions and meanings. 

• Examine the nature and correlations between NFRs that 
potentially may result in a conflict. 

• Automate the process of conflict identification using 
knowledge management techniques.   

This paper describes how quality ontologies can be used to 
support the identification of NFR conflicts and facilitate 
discussion towards requirements prioritization tasks in 
requirements engineering.  Our approach is based on using the 
ISO/IEC 9126 quality ontology to underpin the NFR description 
and reasoning mechanisms to pinpoint potential NFR conflicts 
that need to be further discussed by stakeholders. 

 

3. Examples Of Conflicts In Quality 
Requirements 

NFRs, as investigated by [5], conflict with each other 
when they make contradicting statements about some software 
attribute, and they cooperate when they mutually enforce such 
attributes.  Thus it is important to understand how NFRs relate 
to each other in order to identify the key conflicts early in the 
requirements elicitation process and before the project evolves 
to a situation where it is hard to manage the set of NFRs 
developed by the stakeholders. 

In this section we study the relationship among NFRs.  We 
adopted the ISO/IEC 9126 [13] as a standard quality model and 
terminology for describing NFRs. Table 1 shows some 
relationships between quality requirements at the quality sub-

characteristics level.  The quality requirements may cooperate 
(+), conflict (-), or have no effect with each other (0).  This 
model was adopted from a range of contributions specialized in 
analyzing the quality requirements relationships [5, 14, 15]. The 
table does not cover all the quality sub-characteristics listed in 
the ISO/IEC 9126 limiting it to the common ones used in 
software projects; usability [16-19], security [20] and efficiency 
[21].  

Table 1 Correlations between ISO/IEC 9126 Quality 
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Security + 0 + 0 0 0 0 - - - -
Recoverability 0 0 0 + + 0 0 0 + - -
Fault Tolerance 0 0 0 + + 0 0 0 + - -
Learnability + 0 0 0 0 + + 0 + 0 0
Understandability + 0 0 0 0 + + 0 + 0 0
Attractiveness 0 + - 0 0 + + + + 0 0
Operability + + - + + + + + + + +
Time Behaviour - 0 - - - 0 0 0 + + -
Resource Utilizatio - - 0 - - 0 0 0 0 - +

Quality 
Requirement

(+) represents a positive effect, (-) represent negative effect, (0) represents no effect

 

In an ideal universe, every system would exhibit the 
maximum possible value for all its quality requirements but this 
is often unattainable.  Thus it is important to learn which quality 
requirements are most important to the success of a project.  
From Table 1, design approaches that require higher accuracy 
also enforce other quality requirement such as learnability, 
understandability, attractiveness, and operability.  However, 
higher accuracy may also increase response time and resource 
consumption which are often undesirable by stakeholders.  
Therefore, to reach the optimum balance of quality 
requirements, we must identify, specify, and prioritize the 
pertinent quality attributes during requirements elicitation.  

 

4. Using Quality Ontologies To Support 
Elicitation And Conflict Identification 

Quality ontologies were used with requirements elicitation 
by providing the requirements analysts with the knowledge 
repository to support elicitation activities [22, 23] by defining 
quality sub-characteristics and metrics that need to be specified 
towards describing the requirements with appropriate levels of 
precision.   Quality ontologies can also be used to support 
conflict identification in connection to NFRs by offering the 
following benefits: 

• Provide a shared domain vocabulary for the NFRs to avoid 
ambiguities among stakeholders. 

• Analyze the relationships between quality requirements in 
order to avoid combining conflicting requirements by 
stakeholders. 
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• Encode specialized knowledge to support the formulation 
of competency questions with regard to quality 
requirements meanings and relationships among each other.  
Thus facilitating the elicitation of a complete set of conflict 
free quality requirements.  

In order to achieve these goals, our motivation is to 
develop an ontology driven requirements elicitation and 
negotiation/prioritization method, guided by a standard quality 
model. The quality model is encoded as a quality ontology, and 
automated by a requirements elicitation tool ElicitO[23], 
helping to address quality factors during elicitation interviews as 
well as dealing with NFRs trade-offs.  Figure 1 illustrates the 
proposed approach.  There are two main ontologies important to 
guide the elicitation and conflict identification: Quality 
ontology, which is based on software quality models 
representing reusable knowledge about different quality 
characteristics, sub-characteristics, and metrics. Domain 
ontology, which provides a conceptual structure of the domain 
(e.g. university helpdesk, in this paper) including functions, 
activities, relationships, etc.  

The implementation of the ElicitO tool [23] was carried out 
using Protégé.  It only addresses requirements elicitation by 
empowering requirements analysts with expert domain 
knowledge about the functional aspects via a domain ontology 
and non-functional requirements via a quality ontology relevant 
to a given domain.  For the purpose of this paper we continue 
working with the quality ontologies to help with requirements 
negotiation and conflict identification once the requirements are 
elicited. 

 

Figure 1 Ontology Guided Requirements Elicitation and 
Conflict Identification Framework 

As the requirements are being elicited [22] the 
requirements analyst can also assist the stakeholders in 
analyzing and validating these sets  of requirements for 
identifying conflicts.  The ElicitO tool facilitates this process by 
highlighting potential conflicts to allow further communication 
and negotiation until the stakeholders’ reach an agreement and 
quality attributes are prioritized.   

 

5. The Design Of The Ontology For Conflict 
Identification 

The ontologies for conflict identification are developed in 
OWL and they describe the domain classes, properties and 
restrictions of the functional and quality requirements 
knowledge, as illustrated Figure 2.  There are two ontologies 
underpinning the conflict identification process: 

• Quality Ontology: represent the quality taxonomy which is 
decomposed into four main components as shown in Figure 
2 (1) and corresponds to the relationships between quality 
characteristics ( Conflict or influence each other), (2) 
corresponds to the ISO/9126 quality model (quality 
characteristics and quality sub-characteristics), and (3) 
represents the quality metrics.  The quantitative measures 
for the metrics are borrowed from SUMO [24] 
(information, time, length, and mass measures).  

• Domain Ontology, and in our case is the helpdesk ontology 
for which we used text books, standards, and interviewed 
domain experts (helpdesk operators with more than 5 years 
of experience each). We have also borrowed some classes 
and properties defined in other ontologies such as SUMO 
[24].  For examples SUMO Entity (page, center, helpdesk, 
student), SUMO processes (borrowing, search, register) 
etc.  
The restrictions are then defined for classes in the previous 

ontologies to determine what metrics are representing the quality 
characteristics and sub-characteristics as shown in Figure 2.  In 
addition, it represents the metrics related to the domain 
activities.   

The restrictions specified above were used to restrict an 
individual that belongs to a class (e.g. helpdesk has-metric 
page_downloads_speed). The quality ontology, however, 
doesn’t provide a mean of performing specific actions on the 
ontologies (i.e. conflict identification). In order to conduct 
conflict identification actions we incorporated conflict 
identification reasoning to the system by applying the rule 
reasoning framework supported by JessTab [25]. Although the 
rules are expressed in Jess, other languages such as SWRL 
(Semantic Web Rule Language) could be used; however we 
have selected Jess due to its configurability and usability in 
protégé via Jesstab.   

There is a rule for each pair of quality attributes as 
indicated in Table 1.  These rules are to be fired when the 
stakeholders combine two conflicting requirements in order to 
alert the stakeholders and allow further discussion.  Examples of 
Jess Rule that will be fired when the stakeholders combine two 
conflicting requirements are shown in Figure 3.  

The ElicitO tool also offers additional features using Jess 
Rules such as: 

• Separation between the knowledge base model (quality and 
domain ontologies) and the model where the actions are 
performed. This is because the first model is standardized 
and shared with regards to quality attributes related to a 
particular domain, however, the second model reuses the 
first model but with extra actions depending on the 
objectives of the ontology based applications, in our case 
it’s used for requirements elicitation and conflicts 
identification. 
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• Help with identifying conflicts early as requirements are 
elicited to facilitate further discussion among stakeholders 
until they reach an agreement and prioritize requirements.    

 

Domain Ontology

1

2

3

Restriction

Quality Ontology

 

Figure 2 Quality Ontologies in Protégé  

By extending the features of ElicitO with conflict 
identification capabilities, the requirements analysts are 
empowered with a knowledge repository to help with 
requirements elicitation and conflict identification.  The 
automation of conflicts identification tasks is especially useful in 
projects involving multiple stakeholders and that can scale up to 
thousands of requirements.   

 

6. Running Example Using ElicitO 
To assess the effectiveness of the approach, the authors 

attended a focus group session which was one of the ongoing 
sessions in connection with University of Manchester Unity 
Web Project for the purpose of enhancing the current helpdesk 
website of the university.  The participants were from different 
departments with different views, assumptions, and as a result, 
different requirements.  The participants were asked for what 
they want to see in the new system and what sort of problems 
they have encountered with the old system.  A two hour session 
was conducted jointly with stakeholders, the first hour was 
dedicated to requirements elicitation and the second hour was 
dedicated to requirements prioritization.  The requirements 
elicited during the elicitation phase are as presented in Table 2. 
As indicated from the table, the types of requirements are 
limited, very general, and vary from functional and non-
functional requirements with very little attention to quality 
requirements (R2, R3, and R5).    

The second stage of the session was the requirements 
prioritization on which the requirements engineer asked the 
participants to rank the above requirements with either essential 
or nice to have as illustrated in Table 3.  This had the potential 
to trigger conflicts as every participant would vote high for what 
they want disregarding how their requirements might conflict 
with others. For example, R5 and R6 are considered essential by 
the majority of the participants but they might conflict with the 

issue of security which wasn’t taken into account by the 
requirements analysts.  

 

  (defrule time-security (Req_Time_Behaviour TRUE)    

    (Req_Security TRUE) =>  (printout t "Time Behaviour and   

    Security are Conflicting requirements" crlf)) 

  (defrule attractivness-security (Req_Attractiveness TRUE)   

    (Req_Security TRUE) => (printout t "Attractiveness and    

     Security are Conflicting requirements" crlf))  

 

Figure 3 Jess Rules Example 

 

In contrast to the unstructured and ad-hoc approach 
conducted during the focus group sessions, another session was 
conducted using the ElicitO tool for the requirements elicitation 
and prioritization activities which provided the relevant domain 
and quality knowledge to the requirements analysts to be more 
effective in conducting the elicitation/prioritization interviews. 
The tool highlights all the functional activities of the domain 
and their attached quality characteristics.  The analyze 
requirements button will examine the requirements for potential 
conflict anytime during the requirements elicitation Figure 4(a).  
The analyze requirements button will fire the Jess Rule that will 
check the requirements for potential conflicts and a list of 
conflicting requirements are as highlighted in Figure 4 (b).  The 
analyst then selects a set of conflicting requirements to allow 
further discussion/negotiation and prioritization Figure 4 (c).   

 

Table 2 Requirements Captured without the tool support 

Update the staff directory frequently R11

Highlight important events or alertsR10

Provide links to the outside worldR9

Provide information about exam timetables and venuesR8

Provide information on how to report a problem and to whomR7

Make students user names accessible to faculty when using WebCT
(e-learning) to register students

R6

Make the university regulations and policies easy to accessR5

Provide campus map when requiredR4

Make the websites among different schools consistentR3

FAQ should be clear and simple in answering users technical 
problems 

R2

Provide information/pathway onto how to access web services (i.e. 
web mail, network drive, etc.)

R1

User Requirements

 
For the discussion and prioritization activity, all the 

participants assess the perceived return on value of the quality 
requirement by each participant using a scale from (1-5): 1-no 
value, 2-little value, 3-some value, 4-high value, 5-very high 
value [26].  For each requirement the mean value of all 
participants’ assessment is calculated and a priority is specified.  
The participants can also write a short justification for choosing 
a certain quality requirement over the other.  The same process 
is applied for each conflicting requirements. Figure 4 (b) 
presents the prioritized requirement of one quality requirement 

932



over the other requirement in addition to the detailed 
requirements specifications (using the same amount of time as of 
the first session). 

 

Table 3 Requirements Prioritized without the tool support 

EssentialUpdate the staff directory frequently R11

Nice to haveHighlight important events or alertsR10

Nice to haveProvide links to the outside worldR9

EssentialProvide information about exam timetables and 
venues

R8

Nice to haveProvide information on how to report a problem and 
to whom

R7

EssentialMake students user names accessible to faculty when 
using WebCT (e-learning) to register students

R6

EssentialMake the university regulations and policies easy to 
access

R5

EssentialProvide campus map when requiredR4

Nice to haveMake the websites among different schools consistentR3

EssentialFAQ should be clear and simple in answering users 
technical problems 

R2

Nice to haveProvide information/pathway onto how to access web 
services (i.e. web mail, network drive, etc.)

R1

PriorityUser Requirements

 

The findings obtained from the focus group sessions with 
ElicitO support can be listed up as follows: 

• The knowledge encoded in the ontology formalizes the 
quality requirements and makes them explicit throughout 
the requirements elicitation process which reduces the 
problem of understanding caused by different 
interpretations of quality requirements.  

• The knowledge encoded in the ontology is based on the 
ISO/IEC 9126.  Quality model extended by adding metrics 
and defined relationships among the quality factors to 
enable analysts in capturing a rich set of non-functional 
requirements.  

• The numbers of functional and quality requirements 
captured were far more than the initial number of 
requirements elicited without the tool support.   The quality 
requirements were associated with the functional 
requirements which have added value to the functional 
requirements. 

• The non-functional requirements were not only extensively 
identified by the stakeholders but they were also precisely 
specified via metrics. 

• The tool identifies the conflicting requirements early in the 
process so the stakeholders can negotiate and rank the 
requirements.  Thus facilitating and speeding up the 
software engineering process.  

Overall the ElicitO tool facilitated the requirements 
elicitation activities by providing the required functional 
requirements, quality requirements and precise metrics to the 
requirements analysts about a specific application domain via 
the knowledge encoded in the ontology.  ElicitO also helped 
with the identification of potential conflicts among desired 
quality attributes and facilitated agreement on a balance of 
attribute satisfaction via communication and quality 
requirements prioritization.   

 

 

 

 

 

 

 

 

 

 

 

 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4  (a): requirements document; (b): list of conflicting 
requirements; (c): conflicting requirements 

negotiation/prioritization 

 

7.  Related Work 
In general, our approach complements the other work 

related to quality requirements conflicts identification.  Boehm 
and In [4] proposed Quality Attribute Risk and Conflict 

(a) 

(b) 

(c) 
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Consultant knowledge-base tool (QARCC) an exploratory 
knowledge-based tool for identifying potential conflicts and 
risks among quality requirements early in the software life cycle.  
QARCC uses a knowledge base to identify software architecture 
and process strategies to achieve this quality attribute. Another 
approach is the requirements negotiation tool (Oz) [27] which 
effectively support an automated conflict detection, 
characterization, and resolution generation, and resolution 
decision-making support.  In the NFR framework [12] quality 
requirements are identified, decomposed, and prioritized so an 
effective design solution is found.   Our proposed method 
ElicitO, improved on the other approaches by supporting the 
quality requirements elicitation and conflict identification for 
both functional and non-functional requirements via quality 
ontology knowledge based domain independent tool. 

 

8. Conclusions And Future Work 
This paper proposes an elicitation and conflict 

identification approach for non-functional requirements and 
associated tool ElicitO aimed at supporting requirements 
analysts with a knowledge repository that helps in eliciting a 
comprehensive and conflict free set of requirements. The 
approach is based on the application of functional and non-
functional domain ontologies (quality ontologies) to underpin 
the elicitation and conflict identification activities.  

The ISO/IEC 9126 quality model was adopted as a 
baseline for addressing quality concerns and the NFRs 
relationships are analyzed and codified using rules to help with 
reasoning about conflict identification.  The approach and the 
tool were evaluated using a web project at the University of 
Manchester, where it proved to help in identifying potential 
conflicts and allowing participants to further discuss the 
requirements to effectively and efficiently reach an agreement.  
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Abstract

A common data format as provided by the STEP/EX-
PRESS initiative is an important step toward interoper-
ability in heterogeneous design and manufacturing envi-
ronments. Ontologies further support integration by pro-
viding an explicit formalism of process and design knowl-
edge, thereby enabling semantic integration and re-use of
process-information. By formalizing the process-model in
EXPRESS, we gain access to the domain knowledge in the
STEP application protocols. We present an approach to
process modeling using different models for abstract pro-
cess knowledge and implementation details. The abstract
process model supports re-use and is independent of the im-
plementation. As a result, we translate the process model
in combination with the implementation model to an exe-
cutable workflow.

1. Introduction

Modern industrial design manufacturing processes allow

for collaboration among organizations and organizational

units within large companies. Design knowledge that is

spread over several design teams and systems is difficult to

integrate. The lack of interoperability in heterogeneous in-

formation systems results from incompatible data formats

and differences between domain models. Data exchange

between design stages requires definition of mappings be-

tween data representations or the use of a common for-

mat. STEP/EXPRESS is an established standard for prod-

uct data representation and solves the problem of incom-

patible data formats. Differences in domain models are ad-

dressed by modeling semantic knowledge in ontologies. Se-

mantic interoperability between design disciplines is usu-

ally achieved by using a common upper ontology [12] or

∗This work was funded by the CRC for Advanced Automotive Technol-

ogy under project C4-801 Process Modelling in the Automotive Industry.

mappings between domain ontologies [16]. N.Guarino [4]

proposes a model for information integration that uses sepa-

rate ontologies for task and domain knowledge with a com-

mon upper ontology.

In this paper we present a meta-model for task ontologies

of industrial processes that integrates process knowledge

with artifact representation. The meta-model provides us

with the means to express knowledge over artifacts and re-

construct provenance. We utilize established workflow ex-

ecution engines for enacting the process model by building

a meta-model for the execution environment and defining

a mapping between the process and the enactment meta-

models. The process meta-model has two parts, an abstract

process model and an implementation model. Keeping the

implementation details separate from the process model

makes the conceptual model clearer and better suited for

re-use. We use EXPRESS to specify our ontological model,

which gives us direct access to the information models of

the STEP Standard. Furthermore, we can use the same lan-

guage for (a) process models and (b) artifacts represented in

STEP. In order to close the gap between specification and

implementation we present a mapping of process specifica-

tions to a specific workflow engine. Most workflow engines

provide an execution trace of the enacted workflow and sup-

port data provenance. We present an example mapping for

a specific workflow execution engine to demonstrate that

our process model contains the necessary information. The

process model is independent of the actual workflow en-

gine and can be mapped to several different engines. Spec-

ification of mappings between our process meta-model and

the meta-model of a specific workflow engine enables auto-

matic translation of process models. Hence, we are free to

use the workflow execution engine that best suits the target

environment.

In Section 2 we introduce our meta-model and the bene-

fits arising from formalizing it using STEP/EXPRESS. Sec-

tion 3 is dedicated to the enactment of the process model.

We use an implementation model and transformations to

create a specific workflow that can be fed to a workflow
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execution engine. An example of a process-model transfor-

mation is given in Section 4. In Section 5 we present related

work. Our contribution and future work is summarized in

Section 6.

2. Process Modeling with EXPRESS

2.1. The EXPRESS Language

The STEP standard (ISO 10303) defines a collection of

application protocols representing data models for differ-

ent domains. EXPRESS is the modeling language used for

the data models and is specified in Part 11 of the standard

[6]. The language is able to represent entity-relationship

concepts in an object-oriented way. Its powerful represen-

tation of constraints on data has shown to be suitable for

formal specifications and meta programming [1]. An appli-

cation model in EXPRESS comprises types, functions and

data objects called Entities. Entities consist of attributes and

constraints related to the attributes. Entities are the central

elements of the language and represent classes of objects.

As in object-oriented languages, classes are structured hi-

erarchically by inheritance. The elements of a model are

grouped into a Schema. Schemata are like name spaces and

can be referenced by other schemata.

The language is powerful enough to express the struc-

ture of any meta-model within an EXPRESS Schema and

the standardized access interface in several languages bind-

ings allows for the generation of a meta-data management

systems suited to the target systems [14].

2.2. The Process Model

Figure 1. An overview of the meta-model in
UML.

In the meta-model depicted in Figure 1 an abstract Pro-
cess is either a CompoundProcess comprising one or more

processes or an indivisible SimpleProcess. A Process has

input and output Ports for input and output data. The data

expected on a port is specified by a ParameterDescription
which in turn includes ModelVariables, if it represents a

complex structure like a parametric model. Constraints
specify the behavior of the process in the role of precon-

ditions and postconditions. A DataFlow connects output

ports with input ports and is the basic building block for

data flow in the process model. Control flow is modeled in-

dependently of the data flow by Transitions. A process can

have many ingoing and outgoing transitions.

ENTITY P a r a m e t e r D e s c r i p t i o n ;

d e s c r i p t i o n : STRING ;

v a r i a b l e : SET [ 0 : ? ] OF Mode lVar i ab l e ;

i s s i m i l a r t o : SET [ 0 : ? ] OF P a r a m e t e r D e s c r i p t i o n ;

END ENTITY ;

ENTITY P o r t

SUBTYPE OF ( NamedEnt i ty ) ;

d e s c r : P a r a m e t e r D e s c r i p t i o n ;

END ENTITY ;

ENTITY DataFlow ;

s o u r c e : P o r t ;

t a r g e t : P o r t ;

WHERE
d a t a i s c o m p a t i b l e :

( s o u r c e . d e s c r = t a r g e t . d e s c r ) OR
( s o u r c e . d e s c r IN t a r g e t . d e s c r . i s s i m i l a r t o ) OR
( t a r g e t . d e s c r IN s o u r c e . d e s c r . i s s i m i l a r t o ) ;

END ENTITY ;

Listing 1. Specification of entities Parameter-
Description and DataFlow in EXPRESS

The process model presented above does not specify the

properties of the data exchanged between processes. The

data model makes use of the application protocols of the

STEP Standard and is domain dependent. We use AP 214

to model the data of the design optimization process, be-

cause it contains the domain knowledge for automotive de-

sign processes. The full data model is beyond the scope of

this document. However, as an example for the expressive-

ness of EXPRESS, we have formulated a rule that ensures

that Dataflows connect only Ports with ”related” parameter

descriptions. Therefore, we define the attribute is similar to
in ParameterDescription, which represents the association

to related objects (see Listing 1). Entity DataFlow has a

rule stating that only ports that have the same parameter de-

scription, or parameter descriptions that are similar to each

other, are allowed as source and target objects.

2.3. The Implementation Model

The process meta-model describes abstract properties,

process components and their relationships, but not how

a process can be executed or where the data for its ports

are stored. This information is part of the implementation

model. The implementation meta-model in Figure 2 defines

two types of process instances, WebService and Executable.

For the sake of brevity, details on Web Services are omitted.

An Executable has at least two possibilities for its input. In
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Figure 2. An overview of the implementation
model in UML.

our model, it can receive input from physical storage (Phys-
icalStorage), e.g., a File, or as a command-line parameter

(CommandLineArg). Physical processes are part of a Pro-
cessInstance or a GuardedTransitionInstance. The former

is the realization of a Process in the process-model; the lat-

ter is a process that evaluates the guards of a Transition in

the process-model. Realizing the evaluation of guards for

conditional execution as a physical process keeps the model

independent of the constraint language. Not visible in the

UML-diagram, but specified in EXPRESS is the constraint

has result. It expresses the invariant that an entity of class

GuardedTransitionInstance has to provide a port named ’re-

sult’ for the evaluation result (see Listing 2). This is possi-

ble, because AbstractInstance provides an attribute contain-

ing a set of instantiated ports which is overridden by its de-

rived concrete entities. For example, in Executable the port

list is extracted from the list of ExecutablePortData.

3. Workflow Execution

Figure 3. Process execution.

Our process model in combination with the implemen-

tation model contains all necessary data for enactment. A

couple of workflow engines exist that have already reached

the required maturity for production environment (e.g. Ke-

pler [9], MyGrid/Taverna [13]). We do not want to tie our

model to a specific workflow system but prefer to have the

choice to use the best system for particular requirements.

FUNCTION g e t p o r t s p e c s f r o m p o r t d a t a ( p o r t l i s t : AGGREGATE OF P o r t D a t a )

: SET OF Ent i tyName ;

LOCAL
r e s u l t : SET OF Ent i tyName ;

END LOCAL ;

REPEAT i := LOINDEX ( p o r t l i s t ) TO HIINDEX ( p o r t l i s t ) ;

r e s u l t [ i ] := p o r t l i s t . p o r t s p e c ;

END REPEAT ;

RETURN ( r e s u l t ) ;

END FUNCTION ;

ENTITY A b s t r a c t I n s t a n c e ;

d e s c r i p t i o n : STRING ;

spec : Ent i tyName ;

DERIVE
p o r t l i s t : SET OF Ent i tyName := [ ] ;

END ENTITY ;

ENTITY E x e c u t a b l e SUBTYPE OF ( A b s t r a c t I n s t a n c e ) ;

commandline : STRING ;

d a t a l o c a t i o n s : LIST OF E x e c u t a b l e P o r t D a t a ;

DERIVE
SELF\A b s t r a c t I n s t a n c e . p o r t l i s t : SET OF Ent i tyName :=

g e t p o r t s p e c s f r o m p o r t d a t a ( d a t a l o c a t i o n s ) ;

END ENTITY ;

ENTITY G u a r d e d T r a n s i t i o n I n s t a n c e ;

i n s t a n c e : A b s t r a c t I n s t a n c e ;

DERIVE
g u a r d e d t r a n s i t i o n s p e c : Ent i tyName := i n s t a n c e . s p e c ;

WHERE
h a s r e s u l t :

SIZEOF ( QUERY ( p <∗ i n s t a n c e . p o r t l i s t | p = ’ r e s u l t ’ ) ) = 1 ;

END ENTITY ;

Listing 2. Specification of process implemen-
tations in EXPRESS

We keep the model independent of the workflow system

by defining transformations that generate the workflow de-

scription for the target system from the model. We chose the

workflow engine Taverna to demonstrate the approach, be-

cause it is intuitive and simple to use, but powerful enough

to support sophisticated workflows.

3.1. The Workflow Execution Engine Taverna

A workflow in Taverna [13] consists of inputs, outputs,

one or more processors and the data flows between them

(see Figure 4). Processors have an interface for inputs and

outputs. The outputs of processors can be connected to

other inputs or the workflow outputs. The whole workflow

is data flow oriented and the order of execution is defined

by the data dependencies between processors. A processor

is executed as soon as it has got all of its inputs and proces-

sors may execute concurrently. The data flow can lead from

one output to inputs of more than one processor. If an input

is connected to more than one output, the first output to de-

liver the data ”wins”. In addition to the data dependencies

it is possible to restrict the execution order of processors

by defining temporal constraints called ”Coordinate from”.

By defining a ”Coordinate from” association between pro-

cessors A and B, A will only execute when B has com-

pleted. The usual method of creating a workflow in Taverna

is by using its graphical user interface (GUI). However, all

workflows created by using the GUI are passed to the ex-

ecution engine in the workflow description language Scufl
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Figure 4. Meta-model of workflows in Taverna.

(Simple Conceptual Unified Flow Language). It is a simple

XML-based format representing the elements and links of

the workflow and can be used to execute the workflow with-

out the GUI. It contains the workflow description, a couple

of processors connected by data flow (link) and control flow

edges (coordination) and the inputs (source) and outputs

(sink) of the workflow. For our current project, only two

types of processors are of interest: the local process FailIf-

False for conditional transitions and the Beanshell Scripting

Host for program execution.

3.2. Mapping the Model to a Workflow

The data provided in the process model is sufficient to

define the nodes and links in the workflow. The only miss-

ing information is the definition of the implementation of

the processor nodes. This definition is provided by the im-

plementation model. The four main elements of our pro-

cess that need to be represented in the workflow description

are Process, DataFlow, Transition and GuardedTransition.

A process maps to a processor, where the interface of the

processor is defined by the ports of the process. Data flow

objects have a straight-forward equivalent in the workflow

description; they are represented by links between proces-

sor interfaces. A transition has no direct equivalent in Scufl.

The closest representation is a coordinating link, but coor-

dination is more restrictive than a transition. Consider a

process A with two transitions coming from process B and

C. In our model, the precondition of process A specifies, if

the process waits until both or only one of the processes B

and C have finished execution. In Scufl, both processes have

to finish execution successfully if A is coordinated from B

Figure 5. Implementation of a guarded transi-
tion in the target workflow.

and C. We keep it simple and stick to the behavior of Scufl’s

coordination element and define that a process has to be

reached by all transitions in order to start its execution. The

most sophisticated part of the workflow generation is the

implementation of a transition with guards, i.e., a Guard-

edTransition. We implement it in the workflow description

by using a processor for the evaluation of the constraint fol-

lowed by a conditional node (FailIfFalse) and a ”coordinate

from”-edge to the conditional node (see Figure 5). This

rough sketch of how to implement the workflow in Scufl

gives a first impression on how to achieve our goal. In order

to formalize the transformation we first start by defining the

source and target models.

Definition 1
Let X(PX , IX , OX , DX , CX) represent a workflow, where

PX ... set of processors {pi(ii,1 . . . ii,M , oi,1 . . . oi,N )|0 <
i ≤ NX}, ii,j .. input j of processor i, 0 < j ≤ Mi,
oi,j .. output j of processor i, 0 < j ≤ Ni,

IX ... set of inputs of the workflow, represented as proces-
sor outputs {o0,j |0 < j ≤ N0},

OX ... set of outputs of the workflow, represented as pro-
cessor inputs {i0,j |0 < j ≤ M0},

DX ... data flow between processors represented by a set
of links {dν = oi,j → ik,l}.

CX ... set of coordinations c(pi, pj), coordinate processor
pi from pj .

938



Definition 2
Let M(ΠM , RM , DM , TM , GM ) denote a process model,
where

ΠM ... set of processes {πi|1 ≤ i ≤ NΠ},

RM ... set of ports {ri|1 ≤ i ≤ NR}, Ri ∈ RM ... set of
ports of process πi,

DM ... set of data flow links {lν(ri → rj)},

TM ... set of transitions {tν(πi → πj)},

GM ... set of guarded transition {gν(γν , πi → πj)}, γν ...
guard

Using the two definitions we can write the algorithm to

obtain a workflow X from the process model M as follows:

1. ∀π ∈ ΠM : create processor pi with inputs Ii and out-

puts Oi corresponding to the ports in Rπ .

2. ∀t(πi → πj) ∈ TM : create ”coordinate from”

c(pi, pj).

3. ∀g(γ, πi → πj) ∈ GM :

(a) create processor pk with inputs Iγ and output oγ .

(b) create processor ”FailIfFalse” (pf ) with input if .

(c) create data flow dγ = oγ → if .

(d) create coordinations cγ,1(pi, pk) and

cγ,2(pf , pj).

4. ∀lν(ri → rj) ∈ DM : create data flow dν = (o(ri) →
i(rj)).

4. Example workflow

We tested the workflow generation on a process model

for multi-disciplinary design optimization in the automo-

tive industry [15]. Part of the process is the generation of an

instance mesh from a geometric model, which is later used

by the finite element analysis. The process model of the in-

stance mesh generation contains conditional transitions that

select between two possible paths in the process. Depend-

ing on the value of a flag (run geometry flag), either a new

mesh is generated or the resulting mesh of a previous run is

fetched.

The implementation model contains four executables for

the two sub-processes and the evaluation of the constraints

on the two guarded transitions, respectively. After applying

the transformations presented in the previous section, we

get a workflow that can be visualized in the Taverna GUI

(see Figure 6) and executed inside the GUI or with the stan-

dalone workflow execution engine.

Figure 6. The example workflow in Taverna.

5. Related Work

A number of other process ontologies exist [2, 3, 8]. But

to our knowledge, no other work uses EXPRESS to formal-

ize a process model with workflow enactment. An extensive

evaluation of other ontologies in the context of industrial

design processes can be found in [10].

Our approach consolidates process and artifact ontolo-

gies under a common STEP/EXPRESS meta-model. We

chose EXPRESS because it comes with huge artifact on-

tologies and is well-suited for meta-modeling. It can be ar-

gued that other standard languages like the process specifi-
cation language PSL are better suited for process modeling.

PSL offers a rigorous basis for verifiable semantic defini-

tions, but lacks support for context relationships and needs

better definitions of process artifacts [5]. STEP and its ap-

plication protocols provide in contrast sophisticated domain

models for artifact and process modeling.

Mimoune et al. [11] exchange data between heteroge-

neous database systems using a generic meta-schema for-

malized in the EXPRESS language to overcome the difficul-

ties arising from different conceptual models for the same

implementation and structural differences between imple-

mentations of the same conceptual model. Their approach

focuses on the definition of mappings between data base

schemata.

Work has been done to map from business processes to

workflows including ontological mapping between the out-

put of one process and the input of another process. How-
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ever, a general mapping from control flow oriented meta-

models to data flow oriented systems is hard to achieve [7].

6. Conclusion

Data exchange between different stages of an indus-

trial process is difficult because of the heterogeneity of

the involved systems. The common data format standard

STEP/EXPRESS helps to overcome the structural differ-

ences. The standard defines different encodings and lan-

guage bindings for its specification language EXPRESS.

These “implementation methods” comprise a clear-text and

an XML representation and bindings to the programming

languages C,C++ and Java. STEP is not intended to pro-

vide a common conceptual model, but provides specialized

models for domain knowledge. We use process modeling to

capture process knowledge explicitly. In addition to allow-

ing easier re-use of process components, explicit process

knowledge supports execution tracking so that the prove-

nance of the results is retained.

We propose EXPRESS as the specification language for

the ontologies, because thereby we can directly use the do-

main knowledge specified in the application protocols of

the STEP standard. STEP is already used as a common data

format for many of the process artifacts in the automotive

industry and the data is accessible by our process model

without additional structural conversion overhead. Further-

more, writing our models in STEP/EXPRESS allows us to

use the same tools as already used for data modeling.

Enactment is another important aspect of process model-

ing. We have shown that it is possible to use an abstract pro-

cess model, which is independent of the target platform and

build a workflow description for a specific workflow execu-

tion engine from this model. We have successfully demon-

strated the necessary transformations for the workflow en-

gine Taverna. However, because the process model is inde-

pendent of the workflow engine, we can use any other work-

flow execution engine that provides the necessary function-

ality. In the future, we plan to define transformations for

other workflow execution environments and to investigate

the integration of domain-specific data models and ontolo-

gies.
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SEKE 2009 Call For Papers 
The Twenty-First International Conference on Software Engineering and Knowledge 

Engineering 

Hyatt Harborside at Logan Int'l Airport, Boston, USA
July 1 - July 3, 2009

Organized by 
Knowledge Systems Institute Graduate School

The Twenty-First International Conference on Software Engineering and 
Knowledge Engineering (SEKE'09) will be held at the Hyatt Harborside at 
Boston's Logan Int'l Airport, Boston, USA, July 1-3, 2009.  

The conference aims at bringing together experts in software engineering and 
knowledge engineering to discuss on relevant results in either software 
engineering or knowledge engineering or both. Special emphasis will be put 
on the transference of methods between both domains.

TOPICS
Solicited topics include, but are not limited to:  
Agent architectures, ontologies, languages and protocols 
Agent-based learning and knowledge discovery 
Agent-based software engineering 
Autonomic computing 
Agent-based auctions and marketplaces 
Adaptive Systems 
Artificial Intelligence Approaches to Software Engineering 
Artificial life and societies 
Automated Reasoning 
Automated Software Design and Synthesis 
Automated Software Specification 
Component-Based Software Engineering 
Computer-Supported Cooperative Work 
Data cleansing and noise reduction 
Data streams and incremental mining 
Data visualization 
E-Commerce Solutions and Applications 
Embedded and Ubiquitous Software Engineering 
Electronic Commerce 
Enterprise Software, Middleware, and Tools 
Formal Methods 
Human-Computer Interaction 
Industry System Experience and Report 
Integrity, Security, and Fault Tolerance 
Interface agents 
Knowledge Acquisition 
Knowledge-Based and Expert Systems 
Knowledge Representation and Retrieval 
Knowledge Engineering Tools and Techniques 
Knowledge Visualization 
Learning Software Organization 
Measurement and Empirical Software Engineering 
Middleware for service based systems 
Mobile agents 
Mobile Commerce Technology and Application Systems 
Mobile Systems 
Multi-agent systems 
Multimedia Applications, Frameworks, and Systems 
Multimedia and Hypermedia Software Engineering 
Ontologies and Methodologies 
Patterns and Frameworks 
Pervasive Computing 
Process and Workflow Management 
Programming Languages and Software Engineering 
Program Understanding 
Quality of services 
Reflection and Metadata Approaches 
Reliability
Requirements Engineering 
Reverse Engineering 
Runtime service management 
Secure mobile and multi-agent systems 
Semantic web 
Service-centric software engineering 
Service oriented requirements engineering 

Service oriented architectures 
Service discovery and composition 
Service level agreements (drafting, negotiation, monitoring and management) 
Smart Spaces 
Soft Computing 
Software Architecture 
Software Assurance 
Software Domain Modeling and Meta-Modeling 
Software dependability 
Software economics 
Software Engineering Case Study and Experience Reports 
Software Engineering Decision Support 
Software Engineering Tools and Environments 
Software Maintenance and Evolution 
Software Process Modeling 
Software product lines 
Software Quality 
Software Reuse 
Software Safety 
Software Security 
Swarm intelligence 
System Applications and Experience 
Time and Knowledge Management Tools 
Tutoring, Documentation Systems 
Uncertainty Knowledge Management 
Validation and Verification 
Web and text mining 
Web-Based Tools, Applications and Environment 
Web-Based Knowledge Management 
Web-Based Tools, Systems, and Environments 
Web and Data Mining 

CONFERENCE SITE (HOTEL INFORMATION) 
The SEKE 2009 Conference will be held at the Hyatt Harborside at Boston's 
Logan Int'l Airport, Boston, USA. The hotel has made available for these 
limited dates (6/30 - 7/4/2009) to SEKE 2009 attendees a discount rate of 
$149 US dollars for single/double, not including sales tax.  

INFORMATION FOR AUTHORS 
Papers must be written in English. An electronic version (Postscript, PDF, or 
MS Word format) of the full paper should be submitted using the following 
URL: http://conf.ksi.edu/seke09/submit/SubmitPaper.php. Please use Internet 
Explorer as the browser. Manuscript must include a 200-word abstract and no 
more than 6 pages of IEEE double column text (include figures and 
references). Workshop papers should be submitted to the workshops directly. 

INFORMATION FOR REVIEWERS 
Papers submitted to SEKE'09 will be reviewed electronically. The users 
(webmaster, program chair, reviewers...) can login using the following URL: 
http://conf.ksi.edu/seke09/review/pass.php.

If you have any questions or run into problems, please send e-mail to: 
seke@ksi.edu.

SEKE 2009 Conference Secretariat 
Knowledge Systems Institute Graduate School 
3420 Main Street 
Skokie, IL 60076 USA 
Tel: 847-679-3135 
Fax: 847-679-3166 
E-mail: seke@ksi.edu

IMPORTANT DATES 
March 1, 2009         Paper submission due 
April 1, 2009          Notification of acceptance 
May 1, 2009           Camera-Ready Copy 


