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Preface

Many reports have been published on the solutions of simultaneous equations. Most of them have been devoted to the method of multiplication and subtraction, but none have been devoted to a set involving dependence, which is of primary concern in this thesis.

I have tried to illustrate several of these problems, but to accomplish this the method of multiplication and subtraction needed illustration, followed by the solution of the inverse matrix.

Three examples of certain problems are then presented: one is a function of two sets of variables with no interaction; its extension to three or more sets of variables; and a third form having an interaction term.
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1. Introduction

If there exists some measure of response to two independent variables over a number of these independent variables and we wish to know the effect of each of these independent variables on the effect produced, we could simply pass a regression plane of the form: 

\[ Y = b + b_{y1.2}x_1 + b_{y2.1}x_2 \]

among the points so that the sum of squares of the vertical distances from the plane to the points shall be a minimum. In this equation, \( b_{y1.2} \) and \( b_{y2.1} \) are the partial regression coefficients.

Serious errors would result if either, or both, values of the independent variables has a maximum or minimum response. Similar errors occur when the values are not monotonic increasing or decreasing. In other words errors occur when the response is not a linear function of each variable.

By letting \( Y = f(\alpha) + g(\beta) \) where \( f(\alpha) \) and \( g(\beta) \) are not restricted to being just straight lines, a new method may be developed.

Methods and Material

Letting \( Y_{ij} = \alpha_i + \beta_j + \epsilon_{ij} \), \( i=1,\ldots,m \) and \( j=1,\ldots,n \), where \( Y_{ij} \) is the response measured; \( \alpha_i \) is the effect produced by the ith variate of one independent variable, say a stimulus; \( \beta_j \) is the effect of the jth variate of the other independent variable, say age; and \( \epsilon_{ij} \) is the error involved, the error is then

\[ Y_{ij} - \alpha_i - \beta_j = \epsilon_{ij}. \]

To minimize the error we use the method of "least squares" by squaring both sides of the equation and taking the partial derivative first with respect to \( \alpha_i \), then with respect to \( \beta_j \), and setting it equal to zero, obtaining

\[
\frac{\partial \epsilon_{ij}}{\partial \alpha_i} = \frac{\partial \epsilon_{ij}}{\partial \beta_j} = -2(Y_{ij} - \alpha_i - \beta_j) = 0, \text{ or } Y_{ij} = \alpha_i + \beta_j.
\]

If the various responses are based on different numbers of obser-
2.

In solving a system of equations of the form: \( \lambda_j a_{ij} = d_i \) for \( \lambda_j \), one need not find the inverse matrix \( a_{ij}^{-1} \). In particular, if \( a_{ij} = a_{ji} \) the matrix is symmetrical and the method of multiplication and subtraction may be used, as is the case when \( \lambda_j a_{ij} = d_i \), then \( \lambda_j a_{ij} a_{ij}^{-1} = d_i a_{ij}^{-1} \), therefore \( \lambda_j = d_i a_{ij}^{-1} \).
The method of multiplication and subtraction features the multiplication of two different rows by such multipliers as are necessary to obtain identical coefficients for some variable, followed by the subtraction of one of the equations from the other so as to eliminate this variable.

Applying a shorter method of multiplication and subtraction to the general case of a symmetric matrix; the solution, step by step, is as follows:

Let the system of simultaneous equations be

\[ \begin{align*}
\lambda_1 a_{11} + \lambda_2 a_{12} + \ldots + \lambda_n a_{1n} &= d_1 \\
\lambda_1 a_{21} + \lambda_2 a_{22} + \ldots + \lambda_n a_{2n} &= d_2 \\
\vdots &
\end{align*} \]

\[ \begin{align*}
\lambda_1 a_{n1} + \lambda_2 a_{n2} + \ldots + \lambda_n a_{nn} &= d_n
\end{align*} \]

where \( a_{ij} = a_{ji} \).

Denoting the first, second, ..., nth row by 1, 2, ..., n

\[
\begin{array}{cccccc}
\text{row 1:} & a_{11} & a_{12} & a_{13} & \ldots & a_{1n} & d_1 \\
\text{row 2:} & a_{21} & a_{22} & a_{23} & \ldots & a_{2n} & d_2 \\
\text{row 3:} & a_{31} & a_{32} & a_{33} & \ldots & a_{3n} & d_3 \\
\vdots & & & & & \\
\text{row n:} & a_{n1} & a_{n2} & a_{n3} & \ldots & a_{nn} & d_n
\end{array}
\]

divide elements of the first row by \( a_{11} \) and denote this row by 1,

\[
\begin{array}{cccccc}
1 & a_{12} & a_{13} & \ldots & a_{1n} & d_1
\end{array}
\frac{a_{12}}{a_{11}}
\]

row 2 becomes \( a_{2j} - a_{21} \frac{a_{11}}{a_{11}} \) or

\[
\begin{array}{cccccc}
a_{21} & a_{22} & a_{23} & \ldots & a_{2n} & d_2 - a_{21} \frac{d_1}{a_{11}}
\end{array}
\frac{a_{12}}{a_{11}}
\]

dividing by \( a_{22} - a_{21} \frac{a_{11}}{a_{11}} \) and denoting this row by 11,

\[
\begin{array}{cccccc}
1 & a_{13} & \ldots & b_n & \beta
\end{array}
\frac{a_{13}}{a_{22} - a_{21} \frac{a_{11}}{a_{11}}}
\]

where \( b_3 \) becomes \( \frac{a_{23} - a_{21} \frac{a_{11}}{a_{11}}}{a_{22} - a_{21} \frac{a_{11}}{a_{11}}} \), \( b_n = \frac{a_{2n} - a_{21} \frac{a_{11}}{a_{11}}}{a_{22} - a_{21} \frac{a_{11}}{a_{11}}} \), and \( \beta = \frac{d_2 - a_{21} \frac{d_1}{a_{11}}}{a_{22} - a_{21} \frac{a_{11}}{a_{11}}} \).

row 3 becomes \( a_{3j} - a_{31} \frac{a_{11}}{a_{11}} (a_{23} - a_{21} \frac{a_{11}}{a_{11}}) b_j \), and dividing by the leading element in the row we obtain

\[
\begin{array}{cccccc}
1 & \ldots & c_n & \gamma
\end{array}
\frac{a_{13}}{a_{22} - a_{21} \frac{a_{11}}{a_{11}}}
\]
4.

where \( c_n = \frac{a_{11}n - (a_{23} - a_{12}a_{22})}{a_{11}a_{22} - a_{12}a_{21}}b_n \), and similarly for \( \gamma_n \).

This process is carried on until a value of \( \lambda_n \) is found and by substituting this value in the preceding steps, values for \( \lambda_{n-1}, \lambda_{n-2}, \ldots, \lambda_1 \) are determined.

To illustrate this consider these equations

\[
\begin{align*}
2x - 4y + 5z &= 19 \\
-4x + 3y - 2z &= -20 \\
5x - 2y + 2z &= 21
\end{align*}
\]

Row 1: 
\[
\begin{array}{ccc}
2 & -4 & 5 & 19 \\
\end{array}
\]
Row 2: 
\[
\begin{array}{ccc}
-4 & 3 & -2 & -20 \\
\end{array}
\]
Row 3: 
\[
\begin{array}{ccc}
5 & -2 & 2 & 21 \\
\end{array}
\]
Dividing row 1 by 2: 
\[
\begin{array}{ccc}
1 & -2 & \frac{5}{2} & \frac{19}{2} \\
\end{array}
\]
Element of row 2: 
\[
\begin{array}{ccc}
3 & (-4)(-2) & -2 & (-4)(2.5) & -20 & (-4)(9.5) \\
\end{array}
\]
Which equals: 
\[
\begin{array}{ccc}
-5 & 8 & 18 \\
\end{array}
\]
Dividing by -5: 
\[
\begin{array}{ccc}
\frac{1}{5} & 1 & -1.6 & -3.6 \\
\end{array}
\]
Element of row 3: 
\[
\begin{array}{ccc}
2-5(2.5)-8(-1.6) & 21-5(9.5)-8(-3.6) \\
\end{array}
\]
Which equals: 
\[
\begin{array}{ccc}
2.3 & 2.3 \\
\end{array}
\]
Dividing by 2.3: 
\[
\begin{array}{ccc}
\frac{1}{2.3} & 1 & 1 \\
\end{array}
\]
Row I is read as \( x - 2y + 2.5z = 9.5 \); row II is \( y - 1.6z = -3.6 \); and row III is \( z = 1 \). This is the forward solution, the back solution consists of substituting \( z = 1 \) in \( y - 1.6z = -3.6 \) or \( y = -2 \), and substituting \( x = 1 \) and \( y = -2 \) in \( x - 2y + 2.5z = 9.5 \) or \( x = 3 \).

The calculation of the inverse matrix, if desired, involves the same multipliers and divisors operating on the identity matrix,

Row 1: 
\[
\begin{array}{cccccc}
2 & -4 & 5 & 1 & 0 & 0 \\
\end{array}
\]
Row 2: 
\[
\begin{array}{cccccc}
-4 & 3 & -2 & 0 & 1 & 0 \\
\end{array}
\]
Row 3:  
\[
\begin{pmatrix}
5 & -2 & 2 & 0 & 0 & 1 \\
1 & -2 & 2.5 & 0.5 & 0 & 0 \\
-5 & 8 & 2 & 1 & 0 \\
1 & -1.6 & -0.4 & -0.2 & 0 \\
2.8 & .7 & 1.6 & 1 \\
1 & .304348 & .695652 & .434783
\end{pmatrix}
\]

Row III of the identity matrix is the third row of the inverse matrix, and row two of the inverse is obtained by multiplying 1 by the jth element of row II of the identity matrix and subtracting the product of (-1.6) times the jth element of row 3 of the inverse matrix. Similarly row one of the inverse is obtained by 1 times the jth element of row I of the identity matrix minus (-2) times the jth element of row 2 of the inverse minus (2.5) times the jth element of row 3 of the inverse.

The inverse matrix of the example is:

\[
\begin{pmatrix}
4.5(-2)(.086957)-2.5(.304348) & 10(-2)(.913043)-2.5(.695652) & 10(-2)(.695653)-2.5(.434783) \\
-0.0866956 & .086956 & .304348 \\
1(-.4)(-.1.6)(.304348) & 1(-.2)(-.1.6)(.695652) & 1(0)(-.1.6)(.434783) \\
.0866957 & .913043 & .695653 \\
1(.304348) & 1(.695652) & 1(.434783) \\
.304348 & .695652 & .434783
\end{pmatrix}
\]

then \(x=19(-.086956)-20(.086956)+21(.304348)=3.000024\)

\(y=19(.086957)-20(.913043)+21(.695653)=1.999964\)

\(z=19(.304348)-20(.695652)+21(.434783)=1.000015\)

Of the two methods described for finding values of \(x, y,\) and \(z,\) the easiest to handle, simplest to compute, and requiring much less time is the
method using the augmented matrix. Applying this method on the matrix formed by
the coefficients in the original problem and using the same notations previously
adopted, we proceed in the usual way;

<table>
<thead>
<tr>
<th>row</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>...</th>
<th>$a_m$</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>...</th>
<th>$b_n$</th>
<th>$w_{1j}y_{1j}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\sum a_i$</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$w_{11}$</td>
<td>$w_{12}$</td>
<td>$w_{13}$</td>
<td>...</td>
<td>$w_{1n}$</td>
<td>$\sum w_{1j}y_{1j}$</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$\frac{w_{11}}{\sum a_i}$</td>
<td>$\frac{w_{12}}{\sum a_i}$</td>
<td>$\frac{w_{13}}{\sum a_i}$</td>
<td>...</td>
<td>$\frac{w_{1n}}{\sum a_i}$</td>
<td>$\frac{\sum w_{1j}y_{1j}}{\sum a_i}$</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>$\sum a_i$</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$w_{21}$</td>
<td>$w_{22}$</td>
<td>$w_{23}$</td>
<td>...</td>
<td>$w_{2n}$</td>
<td>$\sum w_{2j}y_{2j}$</td>
</tr>
<tr>
<td>4</td>
<td>$-\Omega_j$</td>
<td>$\sum a_i$</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$w_{21}$</td>
<td>$w_{22}$</td>
<td>$w_{23}$</td>
<td>...</td>
<td>$w_{2n}$</td>
<td>$\sum w_{2j}y_{2j}$</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$\frac{w_{21}}{\sum a_i}$</td>
<td>$\frac{w_{22}}{\sum a_i}$</td>
<td>$\frac{w_{23}}{\sum a_i}$</td>
<td>...</td>
<td>$\frac{w_{2n}}{\sum a_i}$</td>
<td>$\frac{\sum w_{2j}y_{2j}}{\sum a_i}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$m+1$</td>
<td>$w_{11}$</td>
<td>$w_{21}$</td>
<td>$w_{31}$</td>
<td>...</td>
<td>$w_{m1}$</td>
<td>$\sum_{w_{11}}$</td>
<td>0</td>
<td>0</td>
<td>...</td>
<td>0</td>
<td>$\sum w_{1j}y_{1j}$</td>
</tr>
<tr>
<td>$m+2$</td>
<td>$w_{12}$</td>
<td>$w_{22}$</td>
<td>$w_{32}$</td>
<td>...</td>
<td>$w_{m2}$</td>
<td>1</td>
<td>$\frac{w_{12}}{\sum a_i}$</td>
<td>$\frac{w_{13}}{\sum a_i}$</td>
<td>...</td>
<td>$\frac{w_{1n}}{\sum a_i}$</td>
<td>$\frac{\sum w_{1j}y_{1j}}{\sum a_i}$</td>
</tr>
<tr>
<td>$m+3$</td>
<td>$w_{13}$</td>
<td>$w_{23}$</td>
<td>$w_{33}$</td>
<td>...</td>
<td>$w_{m3}$</td>
<td>1</td>
<td>$\frac{w_{23}}{w_{22}}$</td>
<td>$\frac{w_{24}}{w_{22}}$</td>
<td>...</td>
<td>$\frac{w_{2n}}{w_{22}}$</td>
<td>$\frac{\sum w_{2j}y_{2j}}{w_{22}}$</td>
</tr>
<tr>
<td>$m+n$</td>
<td>$w_{1n}$</td>
<td>$w_{2n}$</td>
<td>$w_{3n}$</td>
<td>...</td>
<td>$w_{mn}$</td>
<td>1</td>
<td>$\frac{w_{3n}}{w_{32}}$</td>
<td>$\frac{w_{4n}}{w_{32}}$</td>
<td>...</td>
<td>$\frac{w_{mn}}{w_{mn}}$</td>
<td>$\frac{\sum w_{m}y_{m}}{w_{mn}}$</td>
</tr>
</tbody>
</table>

It is interesting to note several peculiarities concerning this solution. Since the sum of the coefficients of the $\bar{b}$'s over a constant $i$ is equal to the coefficient of the $a_1$, and dividing by $\sum_{j=1}^{n} w_{1j}$ gives the proportion of the
S's contributing to the value of the \( \alpha_1 \). Also \( \frac{\sum_{j=1}^{m} w_{1j} y_{1j}}{\sum_{j=1}^{m} w_{1j}} \) is the mean response of the value of \( \alpha_1 \).

From the manner in which the matrix was formed, \( \frac{\sum_{j=1}^{m} w_{1j} y_{1j}}{\sum_{j=1}^{m} w_{1j}} \) and \( \frac{\sum_{j=1}^{m} w_{1j} y_{1j}}{\sum_{j=1}^{m} w_{1j}} \); the last step, instead of being \( n \rightarrow n \), turns out to be \( 0 \rightarrow n = 0 \) which indicates that the matrix is singular and hence has a dependency in it. If we let \( n = k \) and substitute this value in the other preceding equations, we can solve for \( \alpha_1 \), \( (i=1,2,\ldots,m) \), and \( \beta_j \), \( (j=1,2,\ldots,n) \) in terms of \( k \).

Infinitely many possibilities exist for the value of \( k \), but all the values of \( k \) lead to one value of \( Y_{1j} \) since the values of \( \alpha_1 \) will be some number, \( c_1 + \epsilon \), and the value of \( \beta_j \) will be some number, \( c_j + \kappa \). Then \( Y_{1j} = \alpha_1 + \beta_j = (c_1 + \kappa) + (c_j + \kappa) = c_1 + c_j + \kappa \).

Some of the most possible values of \( k \) would be: let \( \alpha_1 = 0 \), then the effect could be measured from the first stimulus; let \( \beta_1 = 0 \), then the effect could be measured from the first age group; let \( \sum_{i=1}^{m} \alpha_i = \sum_{j=1}^{n} \beta_j \), then the sums of each factor, stimulus and age group, would be the same; other possibilities would be to let either \( \sum_{i=1}^{m} \alpha_i = 0 \) or \( \sum_{j=1}^{n} \beta_j = 0 \).

If we let the observed values of the response be denoted by \( Y_o \), and let the calculated value of \( Y_{1j} = \alpha_1 + \beta_j \) be denoted by \( Y_c \), then \( Y_o = \alpha_1 + \beta_j + \epsilon_{1j} \) and \( Y_c = \alpha_1 + \beta_j \), from whence \( Y_o - Y_c = \alpha_1 + \beta_j + \epsilon_{1j} - \alpha_1 - \beta_j = \epsilon_{1j} \), which is a minimum.

Supposing that the dependency \( \sum_{j=1}^{n} \beta_j = 0 \) is known and an inverse matrix is needed to determine the solution also to estimate the variances. By inserting a \( \lambda \) column and row with zeros as coefficients of the \( \alpha_1 \)'s, and ones as coefficients of the \( \beta_j \)'s and a zero on the main diagonal, the inverse can be found, for the matrix is now non-singular. (To avoid obtaining a zero as a leading ele-
ment in a row and also for a quick check on the inverse matrix, the \( \lambda \) column and row is placed between the \( a_{n-1} \) and \( a_n \) columns and rows.) The matrix is then

\[
\begin{array}{cccccccc}
\text{row} 1 & a_1 & a_2 & \ldots & a_m & \beta_1 & \beta_2 & \ldots & \beta_{n-1} & \lambda & a_n & \Sigma \omega_{ij} y_{ij} \\
\text{row} 2 & 0 & \Sigma w_{1j} & \ldots & 0 & w_{11} & w_{12} & \ldots & w_{1n-1} & 0 & w_{1n} & \Sigma w_{1j} y_{1j} \\
\text{row} m & 0 & 0 & \ldots & \Sigma w_{mj} & w_{m1} & w_{m2} & \ldots & w_{mn-1} & 0 & w_{mn} & \Sigma w_{mj} y_{mj} \\
\text{row} m+1 & w_{11} & w_{21} & \ldots & w_{ml} & \Sigma w_{il} & 0 & \ldots & 0 & 1 & 0 & \Sigma w_{il} y_{il} \\
\text{row} m+2 & w_{12} & w_{22} & \ldots & w_{m2} & 0 & \Sigma w_{il} \ldots & 0 & 1 & 0 & \Sigma w_{12} y_{12} \\
\text{row} m+n-1 & w_{1n-1} & w_{2n-1} & \ldots & w_{mn-1} & 0 & 0 & \ldots & \Sigma w_{in-1} & 1 & 0 & \Sigma w_{in-1} y_{in-1} \\
\text{row} \lambda & 0 & 0 & \ldots & 0 & 1 & 1 & \ldots & 1 & 0 & 1 & 0 \\
\text{row} m+n & w_{1n} & w_{2n} & \ldots & w_{mn} & 0 & 0 & \ldots & 0 & 1 & \Sigma w_{in} & \Sigma w_{in} y_{in} \\
\end{array}
\]

As an example, let us use the following illustration where the \( a_i \)'s are various treatment levels, and the \( \beta_i \)'s are various times (mo.), and the response is the mortality at the specified time within a specific treatment:

\[
\begin{array}{cccccccc}
Y_{ij} (\text{response}) & W_{ij} (\text{weight}) \\
\beta_1 & \beta_2 & \beta_3 & \beta_4 & \beta_1 & \beta_2 & \beta_3 & \beta_4 & \frac{\Sigma W_{ij}}{i=1} \\
a_1 & .90 & 1.15 & 2.04 & 2.48 & a_1 & 27 & 54 & 350 & 584 & 1015 \\
a_2 & 1.35 & 1.73 & 2.05 & 2.55 & a_2 & 28 & 61 & 104 & 199 & 392 \\
a_3 & .90 & 1.62 & 2.29 & 2.46 & a_3 & 19 & 105 & 365 & 309 & 798 \\
a_4 & 1.38 & 1.79 & 2.39 & 2.81 & a_4 & 61 & 136 & 374 & 321 & 892 \\
a_5 & 1.58 & 1.97 & 2.62 & 2.92 & a_5 & 91 & 189 & 444 & 188 & 912 \\
a_6 & 1.73 & 2.20 & 2.79 & 2.93 & a_6 & 88 & 207 & 302 & 72 & 669 \\
a_7 & 2.01 & 2.35 & 2.79 & 3.01 & a_7 & 37 & 56 & 54 & 0 & 147 \\
\end{array}
\]

\[\Sigma_{i=1} W_{ij} = 351, 808, 1993, 1673, 4825\]

The solution is on the following pages.
The inverse matrix: (Since it is symmetric only one side of the diagonal has been filled in.)
10.

This system yields the various values for

<table>
<thead>
<tr>
<th>treatment</th>
<th>$a_i$ value</th>
<th>time in months</th>
<th>$b_j$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$a_1$ 1.751</td>
<td>9</td>
<td>$b_1$ -.707</td>
</tr>
<tr>
<td>192</td>
<td>$a_2$ 1.872</td>
<td>15</td>
<td>$b_2$ -.289</td>
</tr>
<tr>
<td>200</td>
<td>$a_3$ 1.881</td>
<td>21</td>
<td>$b_3$ .324</td>
</tr>
<tr>
<td>220</td>
<td>$a_4$ 2.095</td>
<td>27</td>
<td>$b_4$ .672</td>
</tr>
<tr>
<td>600</td>
<td>$a_5$ 2.278</td>
<td></td>
<td></td>
</tr>
<tr>
<td>720</td>
<td>$a_6$ 2.447</td>
<td></td>
<td></td>
</tr>
<tr>
<td>330</td>
<td>$a_7$ 2.595</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and the best fitting quadratic by using appropriate weights for the $a_i$'s, is

$$ V_1 = 1.7624 + 0.000062045a + 0.00000115a^2. $$

The $b$'s yield $V_2 = -1.7047 + 1.1352273b - 0.0009164b^2$.

**Extension of the Theory**

If there are other independent variables, all these factors can be put into the general form $Y_{ijk} = a_1 + b_{jk} + c_{ijk} + ...$ and solved for $a_1, a_2, ..., a_m$, $b_1, b_2, ..., b_m, c_1, c_2, ..., c_m$, $y_1, y_2, ..., y_p$ by minimizing the error in the case of two variables as explained previously.

For three variables we obtain

$$ Y_{ijk} = a_1 + b_{jk} + c_{ijk} $$

whence $(Y_{ijk} - a_1 - b_j - y_k)^2 = (c_{ijk})^2$.

and taking the partial derivatives and summing,

$$ \frac{\partial}{\partial a_1} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} (w_{ijk} Y_{ijk} - a_1) = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} a_1 + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} b_{jk} + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} y_k $$

$$ \frac{\partial}{\partial b_j} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} (w_{ijk} Y_{ijk} - b_j) = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} a_1 + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} b_{jk} + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} y_k $$

$$ \frac{\partial}{\partial c_{ijk}} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} (w_{ijk} Y_{ijk} - c_{ijk}) = \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} a_1 + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} b_{jk} + \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{k=1}^{p} w_{ijk} y_k $$

whence the matrix of coefficients is:
It is necessary to interchange some rows and columns to avoid having zero as the leading element in one of the steps of the solution since division by zero is not permitted. By placing the $a_n$ row and column between the $\gamma_p-1$ and $\gamma_p$ row and column the sign is not changed, and zero does not appear as a leading element until the very end, at which point it will be noticed that $0a_n+0\gamma_p=0$, indicating that there are two conditions of dependence. A solution is possible by letting $a_n=K$ and $\gamma_p=L$ and proceed as before to find the $a$'s, $b$'s, and $\gamma$'s.

Examples of this form occur when independent variables, such as stimuli, age, time, sex, parity, litter size, etc., are used.

One of the most interesting special cases takes the form, similar to that of two independent variables and that of three variables: $Y_{ij}=a_i+b_j+\gamma_k+e_{ij}$ where $k=i+j$. Here the third variable, $\gamma_k$, depends on $i$ and $j$. This represents an interaction term. An example of this would occur in mortality tables of a specific cause of death in which the mortality is a function of the age, a function of the year of death, and a function of the year of birth.
The general case would have the following coefficients as the system to solve:

\[
\begin{array}{cccccccccc}
\sigma_1 & \sigma_2 & \ldots & \sigma_m & \beta_1 & \beta_2 & \ldots & \beta_n & \gamma_2 & \gamma_3 & \gamma_4 & \ldots & \gamma_{m+n-1} & \gamma_{m+n} & \Sigma w_{ij} y_{ij} \\
\sigma_1 & \Sigma w_{1j} & 0 & \ldots & 0 & w_{11} & w_{12} & \cdots & w_{1n} & w_{11} & w_{12} & \ldots & 0 & 0 & \Sigma w_{1j} y_{1j} \\
\sigma_2 & 0 & \Sigma w_{2j} & \ldots & 0 & w_{21} & w_{22} & \cdots & w_{2n} & 0 & w_{21} & w_{22} & \ldots & 0 & 0 & \Sigma w_{2j} y_{2j} \\
\sigma_m & 0 & 0 & \ldots & \Sigma w_{mj} & w_{m1} & w_{m2} & \cdots & w_{mn} & 0 & 0 & 0 & \ldots & w_{mn-1} & w_{mn} & \Sigma w_{mj} y_{mj} \\
\beta_1 & w_{11} & w_{21} & \ldots & w_{m1} & \Sigma w_{11} & 0 & \ldots & 0 & w_{11} & w_{21} & \ldots & 0 & 0 & \Sigma w_{11} y_{11} \\
\beta_2 & w_{12} & w_{22} & \ldots & w_{m2} & \Sigma w_{12} & 0 & \ldots & 0 & 0 & w_{12} & w_{22} & \ldots & 0 & 0 & \Sigma w_{12} y_{12} \\
\beta_n & w_{1n} & w_{2n} & \ldots & w_{mn} & 0 & 0 & \ldots & \Sigma w_{1n} & 0 & 0 & 0 & \ldots & w_{m-1n} & w_{mn} & \Sigma w_{1n} y_{1n} \\
\gamma_2 & w_{11} & 0 & \ldots & w_{11} & 0 & \ldots & \Sigma w_{1j.k} & 0 & 0 & \ldots & 0 & 0 & \Sigma w_{ij.k} y_{ij.k} \\
\gamma_3 & w_{12} & w_{21} & \ldots & w_{21} & w_{12} & \ldots & \Sigma w_{ij.k} & 0 & 0 & \ldots & 0 & 0 & \Sigma w_{ij.k} y_{ij.k} \\
\gamma_4 & w_{13} & w_{22} & \ldots & w_{31} & w_{22} & \ldots & 0 & 0 & \Sigma w_{ij.k} & \ldots & 0 & 0 & \Sigma w_{ij.k} y_{ij.k} \\
\gamma_{m+n-1} & 0 & 0 & \ldots & w_{mn-1} & 0 & 0 & \ldots & \Sigma w_{ij.k} & 0 & \ldots & 0 & \Sigma w_{ij.k} y_{ij.k} \\
\gamma_{m+n} & 0 & 0 & \ldots & w_{mn} & 0 & 0 & \ldots & w_{mn} & 0 & 0 & 0 & \ldots & 0 & \Sigma w_{ij.k} y_{ij.k} \\
\end{array}
\]

If weights are not given we let each value have the same weight, which reduces to unit weight. (\(\Sigma w_{ij.k}\) means \(w\) is summed over \(i\) and \(j\) for a constant value of \(k\) such as 2, 3, \(\ldots\), \(m+n\)).
One such problem would be the following:

### Year of Death

<table>
<thead>
<tr>
<th>mid pt.</th>
<th>age</th>
<th>1940</th>
<th>1930</th>
<th>1920</th>
<th>1910</th>
<th>1900</th>
<th>1890</th>
<th>1880</th>
</tr>
</thead>
<tbody>
<tr>
<td>a₁</td>
<td>15</td>
<td>10-19</td>
<td>0.60</td>
<td>1.32</td>
<td>1.69</td>
<td>1.80</td>
<td>1.95</td>
<td>2.06</td>
</tr>
<tr>
<td>a₂</td>
<td>25</td>
<td>20-29</td>
<td>1.54</td>
<td>1.91</td>
<td>2.17</td>
<td>2.32</td>
<td>2.46</td>
<td>2.56</td>
</tr>
<tr>
<td>a₃</td>
<td>35</td>
<td>30-39</td>
<td>1.71</td>
<td>2.06</td>
<td>2.21</td>
<td>2.40</td>
<td>2.47</td>
<td>2.57</td>
</tr>
<tr>
<td>a₄</td>
<td>45</td>
<td>40-49</td>
<td>1.93</td>
<td>2.07</td>
<td>2.24</td>
<td>2.40</td>
<td>2.40</td>
<td>2.53</td>
</tr>
<tr>
<td>a₅</td>
<td>55</td>
<td>50-59</td>
<td>1.96</td>
<td>2.10</td>
<td>2.23</td>
<td>2.40</td>
<td>2.43</td>
<td>2.51</td>
</tr>
<tr>
<td>a₆</td>
<td>65</td>
<td>60-69</td>
<td>2.04</td>
<td>1.98</td>
<td>2.24</td>
<td>2.39</td>
<td>2.48</td>
<td>2.54</td>
</tr>
</tbody>
</table>

The year of birth of the 15 year old group at 1940 is 1925, the only group that has 1925 as a year of birth. The year of birth of the 65 year old group at 1940 is 1875, as are the 55 year old group at 1930, the 45 year old group at 1920, the 35 year old group at 1910, and so on. By letting a₁ be the 15 year old group, a₂ the 25 year olds, ..., a₁ be the year 1940, a₂=1930, ..., then the year of birth γₖ is equal to i+j. Hence γ₁ is non-existent, γ₂=1+1, γ₃=1+2=2+1, γ₄=1+3=2+2=3+1, ..., γ₇=1+6=2+5=3+4=4+3=5+2=6+1, ..., γ₁₃=6+7.

The solutions are:

\[ a₁ = -0.429-4K+5M \]
\[ a₂ = 0.004- K+2M \]
\[ a₃ = 0.016-2K+3M \]
\[ a₄ = 0.018-3K+4M \]
\[ a₅ = 0.016-2K+3M \]
\[ a₆ = 0.016-2K+3M \]
\[ a₇ = L \]

The system of coefficients, with rows and columns interchanged is:
| $Y_2$ | $Y_3$ | $Y_4$ | $Y_5$ | $Y_6$ | $Y_7$ | $Y_8$ | $Y_9$ | $Y_{10}$ | $Y_{11}$ | $Y_{12}$ | $B_1$ | $B_2$ | $B_3$ | $B_4$ | $B_5$ | $B_6$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ | $w_y$ |
|-------|-------|-------|-------|-------|-------|-------|-------|----------|----------|----------|-----|------|------|------|------|------|------|------|------|------|------|------|
| 1     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0        | 1        | 0        | 0   | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0.60 |
| 0     | 2     | 0     | 0     | 0     | 0     | 0     | 0     | 0        | 1        | 1        | 0    | 0    | 0    | 0    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 2.86 |
| 0     | 0     | 3     | 0     | 0     | 0     | 0     | 0     | 0        | 1        | 1        | 1    | 0    | 0    | 0    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 5.31 |
| 0     | 0     | 0     | 4     | 0     | 0     | 0     | 0     | 0        | 1        | 1        | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 7.96 |
| 0     | 0     | 0     | 0     | 5     | 0     | 0     | 0     | 0        | 1        | 1        | 1    | 1    | 1    | 0    | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 1    | 0    | 10.51 |
| 0     | 0     | 0     | 0     | 0     | 6     | 0     | 0     | 0        | 0        | 1        | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 1    | 3    | 0    | 13.30 |
| 0     | 0     | 0     | 0     | 0     | 0     | 6     | 0     | 0        | 0        | 0        | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 13.74 |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 5     | 0        | 0        | 0        | 0    | 1    | 1    | 1    | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 12.26 |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 4     | 0        | 0        | 0        | 0    | 0    | 1    | 1    | 1    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 9.93  |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 3        | 0        | 0        | 0    | 0    | 0    | 1    | 1    | 0    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 7.55  |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0        | 2        | 0        | 0    | 0    | 0    | 0    | 0    | 1    | 0    | 0    | 0    | 0    | 1    | 1    | 1    | 5.10  |
| 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0     | 0        | 0        | 1        | 0    | 0    | 0    | 0    | 0    | 1    | 1    | 0    | 0    | 0    | 0    | 1    | 1    | 2.68  |
| 1     | 1     | 1     | 1     | 1     | 1     | 1     | 0     | 0        | 0        | 0        | 0    | 0    | 6    | 0    | 0    | 0    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 9.78  |
| 0     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 6    | 0    | 0    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 0    | 1    | 11.44 |
| 0     | 0     | 1     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 6    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 1    | 12.78 |
| 0     | 0     | 0     | 1     | 1     | 1     | 1     | 1     | 1        | 0        | 0        | 0    | 6    | 0    | 1    | 1    | 1    | 1    | 1    | 0    | 1    | 4    | 1    | 1    | 14.19 |
| 0     | 0     | 0     | 0     | 1     | 1     | 1     | 1     | 1        | 1        | 0        | 0    | 0    | 0    | 6    | 1    | 1    | 1    | 1    | 1    | 0    | 1    | 4    | 7    | 14.77 |
| 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 7    | 0    | 0    | 0    | 0    | 1    | 11.52 |
| 0     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 7    | 0    | 0    | 0    | 1    | 15.61 |
| 0     | 0     | 1     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 7    | 0    | 1    | 0    | 16.00 |
| 0     | 0     | 0     | 1     | 1     | 1     | 1     | 1     | 0        | 0        | 0        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 7    | 1    | 0    | 16.13 |
| 0     | 0     | 0     | 0     | 1     | 1     | 1     | 1     | 1        | 1        | 1        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 7    | 1    | 6    | 1    | 15.13 |
| 0     | 0     | 0     | 0     | 0     | 1     | 1     | 1     | 1        | 1        | 1        | 1    | 0    | 0    | 0    | 0    | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 16.35 |
15.

The value of \( Y \) for \( a_1 \) and \( b_1 \) is based on only one value of \( Y_2 \) as is the value for \( a_6 \) and \( b_7 \) which is \( Y_{13} \). Adding \( a_1 + b_1 + Y_2 \), the constants \( K, L, \) and \( M \) drop out and \( a_1 + b_1 + Y_2 = 0.60 \) the observed value, as is \( a_6 + b_7 + Y_{13} = 2.68 \).

Suppose we set the conditions of dependence such that \( \sum_{j=1}^{13} \beta_j = 0 \), the sum of the years of death is zero; \( \sum_{k=8}^{15} n_k \gamma Y_k = 0 \), the sum of the \( Y \)'s from 1815 to 1865 is equal to zero and each \( Y \) is weighted by the number of observations used to determine \( Y_k \); and \( \sum_{k=8}^{15} n_k \gamma (k-7)(Y_k-Y_k) = 0 \), the regression of the \( Y \)'s from 1815 to 1865 to be equal to zero, or in other words the slope shall equal zero. Then the values of the various parameters are for \( K = 2.327, L = .288, M = 2.314 \):

\[
\begin{align*}
a_1 &= 1.833 & b_1 &= -.381 & Y_2 &= -.851 & Y_8 &= -.003 \\
 a_2 &= 2.293 & b_2 &= -.246 & Y_3 &= -.319 & Y_9 &= .018 \\
 a_3 &= 2.304 & b_3 &= -.079 & Y_4 &= -.138 & Y_{10} &= -.007 \\
 a_4 &= 2.305 & b_4 &= .054 & Y_5 &= -.031 & Y_{11} &= -.016 \\
 a_5 &= 2.314 & b_5 &= .132 & Y_6 &= -.004 & Y_{12} &= -.031 \\
 a_6 &= 2.327 & b_6 &= .233 & Y_7 &= -.035 & Y_{13} &= .065 \\
 b_7 &= .288 & \\
\end{align*}
\]

with \( Y_0 - Y_6 \) being:

\[
\begin{array}{cccccccc}
& 1940 & 1930 & 1920 & 1910 & 1900 & 1890 & 1880 & \text{Sum} \\
15 & .00 & .05 & .07 & -.06 & -.01 & -.04 & -.02 & -.01 \\
25 & -.05 & .00 & -.01 & -.02 & .00 & .04 & .05 & .01 \\
35 & -.07 & .03 & -.01 & .01 & .04 & .01 & .00 & .01 \\
45 & .04 & .01 & -.02 & .04 & -.06 & .00 & -.02 & -.01 \\
55 & .03 & .00 & .00 & .01 & -.01 & -.02 & -.01 & .00 \\
65 & .06 & -.10 & -.03 & .02 & .04 & .01 & .00 & .00 \\
\text{Sum} & .01 & -.01 & .00 & .00 & .00 & .00 & .00 & .00
\end{array}
\]
If the weights used are of unit weight, one \( m+n \) square matrix can be utilized to find the solution of another \( m+n \) set of simultaneous equations having unit weight, since the arbitrary constant, \( K \), may be any value we wish. The \( wy \) column would necessarily change from problem to problem. Similarly, any \( m+n \) square matrix consisting of a given weight per element may be used to solve another \( m+n \) set with the corresponding elements having the same weight as that of the first set.

Most instances involving the method of multiplication and subtraction deal with variances and covariances, as in the discriminating function used by R. A. Fisher, but little has been done concerning problems involving dependency.

With the present high speed calculators and computers, and high costs of operations, this method of solution of symmetrical matrices avoids the calculation of an inverse matrix to find the solution. If a set of equations has dependence in it, an inverse matrix cannot be calculated, but with the present scheme the solution avoids the use of an inverse.

In the field of statistics, and primarily in that branch of statistics called biometrics, there exists a need for such solutions since a response is based on a number of variables which do or do not admit an interaction term between the variables. In actuarial work calculated rates of mortality are used to determine epidemiological effects upon populations.
17.
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